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Abstract

This dissertation is concerned with the formal analysis of complex control systems via inductive
approaches using barrier certificates. In general, safety-critical applications such as air traffic
networks, autonomous vehicles, power grids, medical devices, and robotic equipment, are ex-
pected to satisfy complex logic specifications including but not limited to safety, reachability, and
security. Due to several factors such as the continuous-state evolution of systems’ trajectories,
large systems’ sizes, disturbances, etc., verification and synthesis of control systems against such
high-level logic specifications is a challenging task.

An interesting yet simple way to tackle the verification and synthesis problem for logic
specifications is to utilize inductive approaches based on barrier certificates. Barrier certificates
take the form of inductive invariants and provide sufficient conditions for the satisfaction of
safety or reachability specifications. Therefore, the verification and synthesis problem is reduced
to the discovery of suitable barrier certificates. However, finding suitable barrier certificates
can be a difficult problem due to several factors. First, the computation of barrier certificates
is not scalable to large-scale systems. Second, the conditions imposed by barrier certificates
are restrictive, making it difficult to search for one. Third, barrier certificate-based methods
are limited to the analysis of safety or reachability specifications. As a result, they are not
directly applicable to complicated logic tasks such as those expressed by 𝜔-regular properties
or (in)finite strings over automata, as well as security specifications such as those expressed by
hyperproperties. In this regard, the dissertation focuses on alleviating the aforementioned issues
and provides novel techniques to verify and synthesize controllers for (possibly large-scale and
stochastic) control systems against the aforementioned specifications.

The first part of the thesis proposes a compositional framework for scalable construction of
control barrier certificates for large-scale discrete-time stochastic control systems. In particular,
we show that by considering the large-scale system as an interconnected one composed of sev-
eral subsystems, one may construct control barrier certificates for the interconnected system by
searching for so-called control sub-barrier certificates for subsystems and utilizing some com-
positionality conditions based on small-gain and dissipativity approaches. Correspondingly, one
may also synthesize controllers that can be applied to the interconnected system in a decentralized
manner, so that the large-scale system satisfies safety specifications over (in)finite time horizons
with some probability lower bounds.

In the second part of the thesis, we propose a new notion of 𝑘-inductive barrier certificates
for the verification of (stochastic) discrete-time dynamical systems against safety and reachability
specifications. In particular, we illustrate that due to the restrictive nature of the traditional barrier
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certificate conditions, it is not always possible to find suitable barrier certificates even when the
system is guaranteed to satisfy the desired specifications. Then, we extend the 𝑘-induction prin-
ciple utilized in software verification to propose several notions of 𝑘-inductive barrier certificates
that relax the traditional barrier certificate conditions. As a result, larger classes of functions may
act as barrier certificates, making them easier to find. In the context of non-stochastic systems, we
propose two notions of 𝑘-inductive barrier certificates and provide formal guarantees for safety
specifications. In the case of stochastic systems, we propose one notion of 𝑘-inductive barrier
certificates for safety and two notions for tackling reachability specifications. Then, we obtain
probabilistic guarantees for the satisfaction of safety and reachability specifications over infinite
time horizons, respectively.

The last part of the thesis is concerned with the analysis of (stochastic) control systems
against complex logic specifications beyond safety and reachability. First, we consider the
synthesis problem for (possibly large-scale) stochastic control systems against trace properties,
which describe specifications over individual traces of the system. Examples of such properties
include 𝜔-regular languages or (in)finite words over automata. We provide an automata-theoretic
approach to decompose such complex specifications into sequential safety specifications. We
then utilize the probability guarantees obtained for the safety specifications and combine them
to obtain probability lower bounds for the satisfaction of original specifications. We provide
such guarantees over both finite and infinite time horizons. Secondly, we consider the verifica-
tion problem for non-stochastic systems against specifications that can be expressed over sets of
traces, called hyperproperties. Hyperproperties can express many security and planning spec-
ifications that cannot be considered using 𝜔-regular languages. In this context, we provide an
automata-theoretic approach to decompose hyperproperties into smaller verification conditions
called conditional invariances. Then, we introduce a new notion of so-called augmented barrier
certificates constructed on the augmented system (i.e. self-composition of the system) to provide
guarantees for the satisfaction of the conditional invariances. These guarantees may then be
combined to achieve the satisfaction of original hyperproperties.

We also present computational techniques to search for suitable barrier certificates and con-
trollers based on sum-of-squares (SOS) programming and satisfiability modulo theories (SMT)
solvers. To demonstrate the effectiveness of our results, we consider several case studies such
as room temperature control in buildings, networked Kuramoto oscillators, RLC circuits, and
vehicle models.



Zusammenfassung

Diese Dissertation befasst sich mit der formalen Analyse komplexer Regelkreise, wobei induk-
tive Ansätze unter Verwendung von Barrierezertifikaten zum Einsatz kommen. Im Allgemeinen
wird von sicherheitskritischen Anwendungen wie Flugverkehrsnetzen, autonomen Fahrzeugen,
Stromnetzen, medizinischen Geräten und Roboteranlagen erwartet, dass sie komplexe formale
Spezifikationen erfüllen, um etwa die Betriebs- und Informationssicherheit zu gewährleisten oder
anderweitige Ziele wie beispielsweise bestimmte Erreichbarkeitseigenschaften einzuhalten. Auf-
grund verschiedener Faktoren wie der kontinuierlichen Zeitentwicklung der Systemtrajektorien,
der Größe der Systeme, Störungen usw. ist die Verifizierung und Synthese von Steuersystemen
anhand von solch allgemeinen logischen Spezifikationen eine anspruchsvolle Aufgabe.

Ein interessanter und dennoch einfacher Weg, das Verifikations- und Syntheseproblem für
formale Spezifikationen anzugehen, ist die Verwendung von induktiven Ansätzen, die auf Bar-
rierezertifikaten basieren. Diese haben die Form von induktiven Invarianten und liefern hin-
reichende Bedingungen für die Erfüllung von Sicherheits- oder Erreichbarkeitsanforderungen.
Daher reduziert sich das Verifikations- und Syntheseproblem auf die Entdeckung geeigneter Bar-
rierezertifikate. Die Suche nach geeigneten Barrierezertifikaten kann jedoch aufgrund mehrerer
Faktoren ein schwieriges Problem darstellen. Erstens skaliert die Berechnung von Barrierezer-
tifikaten nicht ohne weiteres auf große Systeme. Zweitens stellen die von Barrierezertifikaten
auferlegten Bedingungen eine starke Einschränkung dar, was die Suche nach einem solchen Zer-
tifikat erschwert. Drittens sind auf Barrierezertifikaten basierende Methoden auf die Analyse von
Sicherheits- oder Erreichbarkeitsspezifikationen limitiert. Infolgedessen sind sie nicht direkt auf
komplizierte logische Aufgaben anwendbar, wie z.B. solche, die durch 𝜔-reguläre Eigenschaften
oder (un)endliche Zeichenketten über Automaten ausgedrückt werden, oder auf bestimmte Sicher-
heitsspezifikationen, etwa wenn sie durch Hypereigenschaften ausgedrückt werden. In dieser
Hinsicht konzentriert sich die Dissertation auf die Linderung der oben genannten Probleme und
stellt neuartige Techniken zur Verifikation und Synthese von Reglern für (möglicherweise große
und stochastische) Regelkreise hinsichtlich der oben genannten Spezifikationen zur Verfügung.

Im ersten Teil der Dissertation wird ein kompositorischer Rahmen für die skalierbare Kon-
struktion von Regelungsbarrierezertifikaten für große, zeitdiskrete und stochastische Regelkreise
vorgeschlagen. Insbesondere zeigen wir, dass man durch die Zerlegung des Systems in mehrere,
zusammenhängende Subsysteme Regelungsbarrierezertifikate für das Gesamtsystem konstruieren
kann, indem man nach sogenannten Regelungsunterbarrierezertifikaten für die Subsysteme sucht.
Hierzu lassen sich bestimmte Kompositionalitätsbedingungen auf der Basis von small-gain und
dissipativity Ansätzen formulieren. Dementsprechend kann man auch Regler synthetisieren, die
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dezentral auf die zusammenhängenden Komponenten des Systems angewendet werden können,
so dass das Gesamtsystem die Sicherheitsspezifikationen über (un)endliche Zeithorizonte mit
einigen Wahrscheinlichkeitsuntergrenzen erfüllt.

Im zweiten Teil der Dissertation stellen wir das neuartige Konzept der 𝑘-induktiven Barrierez-
ertifikate für die Verifikation von (stochastischen) zeitdiskreten dynamischen Systemen bezüglich
Sicherheits- und Erreichbarkeitsspezifikationen vor. Insbesondere zeigen wir, dass es aufgrund
der restriktiven Natur der traditionellen Barrierezertifikatsbedingungen nicht immer möglich
ist, geeignete Barrierezertifikate zu finden, selbst wenn das System garantiert die gewünschten
Spezifikationen erfüllt. Im Anschluss erweitern wir das 𝑘-Induktionsprinzip, das in der Soft-
wareverifikation verwendet wird, indem wir mehrere Konzepte für 𝑘-induktive Barrierezertifikate
vorschlagen, die die traditionellen Barrierezertifikatsbedingungen lockern. Infolgedessen können
größere Klassen von Funktionen als Barrierezertifikate fungieren, wodurch sie leichter zu finden
sind. Im Zusammenhang mit nicht-stochastischen Systemen führen wir zwei Ausprägungen von
𝑘-induktiven Barrierezertifikaten ein und geben formale Garantien für Sicherheitsspezifikationen.
Für stochastische Systeme stellen wir ein Konzept für 𝑘-induktive Barrierezertifikate für Sicher-
heit und zwei Konzepte für die Behandlung von Erreichbarkeitsspezifikationen vor. Danach
erarbeiten wir probabilistische Garantien für die Erfüllung von Sicherheits- und Erreichbarkeit-
sanforderungen über unendliche Zeithorizonte.

Der letzte Teil der Dissertation befasst sich mit der Analyse von (stochastischen) Regelkreisen
bezüglich komplexer logischer Spezifikationen jenseits von Sicherheit und Erreichbarkeit. Zunächst
betrachten wir das Syntheseproblem für (möglicherweise großräumige) stochastische Regelkreise
im Hinblick auf Spureigenschaften, also Spezifikationen über einzelne Spuren des Systems.
Beispiele für solche Eigenschaften sind 𝜔-reguläre Sprachen oder (un)endliche Wörter über
Automaten. Wir bieten einen automaten-theoretischen Ansatz, um solche komplexen Spezi-
fikationen in sequenzielle Sicherheitsspezifikationen zu zerlegen. Wir verwenden sogleich die
für die Sicherheitsspezifikationen erhaltenen Wahrscheinlichkeitsgarantien und kombinieren sie,
um untere Wahrscheinlichkeitsschranken für die Erfüllung der ursprünglichen Spezifikationen
zu erhalten. Wir geben derartige Garantien sowohl für endliche als auch für unendliche Zei-
thorizonte. Im Anschluss betrachten wir das Verifikationsproblem für nicht-stochastische Sys-
teme bezüglich Spezifikationen, die über Mengen von Spuren, so genannte Hypereigenschaften,
ausgedrückt werden können. Hypereigenschaften können viele Sicherheits- und Planungsspez-
ifikationen ausdrücken, die mittels 𝜔-regulären Sprachen nicht betrachtet werden können. In
diesem Zusammenhang stellen wir einen automaten-theoretischen Ansatz zur Verfügung, um
Hypereigenschaften in kleinere Verifikationsbedingungen, sogenannte bedingten Invarianzen,
zu zerlegen. Darauf aufbauend führen wir das Konzept des erweiterten Barrierezertifikats ein,
welches auf dem (mittels Selbstkomposition) erweiterten System konstruiert wird, um Garantien
für die Erfüllung der bedingten Invarianzen zu geben. Diese Garantien können dann wiederum
kombiniert werden, um die Erfüllung der ursprünglichen Hypereigenschaften zu erreichen.
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Chapter 1

Introduction

1.1 Motivation and Contributions

Research problems studied in classical control theory usually involve checking complex continuous-
space mathematical models against simple properties such as stability or invariance. On the other
hand, in the field of formal methods, simple mathematical models such as finite transition systems
are checked against complex logic tasks. As such, many real-world applications employ complex
dynamical systems to perform complex tasks. For example, consider iRobot’s self-cleaning vac-
uum Roomba i7+ that is required to navigate continuous spaces and clean the floor, and then return
to the charging dock and empty the contents of Roomba’s bin directly into the dock. As another
example, consider an air traffic control system where it is required for a network of aircraft to keep
a safe distance from each other and avoid collisions while following the flight path. Moreover,
many of these applications, like the air traffic system, are safety-critical, and failure to perform
the necessary tasks can lead to catastrophic consequences. Therefore, enforcing and providing
formal guarantees for such complex tasks has gained considerable attention in the past few years.

Traditionally, this problem is solved by simply bridging the gap between the problems studied
in control theory and formal methods via finite discretizations of complex control systems.
Specifically, finite abstractions (i.e. symbolic models) are obtained for the complex systems,
and then, machinery from the field of formal methods like model-checking [15] is utilized to
provide guarantees over the original systems. These approaches have been quite popular in the
last few years and there have been several results in this direction including but not limited
to [122, 114, 76, 17, 135, 85, 72, 80]. Unfortunately, to obtain such abstractions, one needs to
discretize or quantize the state set of the concrete system, resulting in an exponential blow-up
with respect to state dimensions.

Discretization-free approaches using barrier certificates [97] are an interesting alternative to
abstraction-based methods. Barrier certificates are real-valued functions over the states of the
system such that their existence guarantees the satisfaction of safety or reachability specifications.
As such, barrier certificates are comparable to inductive invariants [125], i.e., their value remains
within a certain level set along the reachable states of the system. Then, the certification of safety
or reachability properties via barrier certificates can be established through inductive proofs.
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Unfortunately, searching for the existence of barrier certificates is in general a difficult problem.
Relevant literature such as [97, 62, 63] utilize existing tools like sum-of-squares optimization
and satisfiability modulo theory solvers to compute suitable barrier certificates by restricting the
barrier certificate functions to a specific parametric form, such as exponential or polynomial, and
then searching for their corresponding coefficients. However, these methods are still not very
scalable to large-scale control systems. Moreover, the barrier certificate conditions defined in
the existing literature are inherently restrictive, and as a result, one is not able to find barrier
certificates even for systems that trivially satisfy the concerned properties. Lastly, while barrier
certificate-based approaches are suited for simple safety and reachability specifications, they are
not directly applicable to more complex logic tasks, such as those expressible by temporal logic
specifications or (in)finite strings over automata.

This dissertation focuses on alleviating the aforementioned limitations of barrier-certificate-
based approaches in order to formally analyze complex control systems against safety, reachability,
and complex logic specifications. In particular, we are concerned with the analysis of different
classes of systems (e.g. stochastic and non-stochastic) and develop techniques to:

• Synthesize suitable controllers enforcing safety specifications on large-scale stochastic
control systems by obtaining the so-called control barrier certificates in a compositional
manner, thus alleviating the scalability issues associated with the construction of control
barrier certificates;

• Alleviate the conservatism imposed by barrier certificate conditions via 𝑘-induction so that
larger classes of functions may act as barrier certificates, making them easier to find;

• Obtain qualitative and/or quantitative (i.e., probabilistic) guarantees for the satisfaction of
safety, reachability, and other complex logic (hyper)properties for non-stochastic and/or
stochastic (control) systems, respectively.

The first part of the thesis is reserved for potentially mitigating the scalability issues pertaining
to the synthesis of suitable controllers against safety specifications for large-scale discrete-time
stochastic control systems via barrier certificate-based approaches. In particular, we are concerned
with the synthesis of controllers along with the so-called control barrier certificates so that safety
specifications may be satisfied by stochastic control systems with some probability lower bounds.
Since the monolithic construction of control barrier certificates is not scalable to large-scale
systems, we consider a compositional framework for the same by considering large-scale systems
as interconnected ones consisting of smaller subsystems. Then, we propose a notion of so-
called control sub-barrier certificates which can be obtained for the subsystems along with
corresponding local controllers. Then, by utilizing some compositionality conditions based on
small-gain and dissipativity-based theories, one can construct the control barrier certificates
for the large-scale systems by utilizing the control sub-barrier certificates. Finally, the control
barrier certificates are used to compute probability lower bounds on the satisfaction of safety
specifications, and the local controllers are applied to the large-scale system in a decentralized
manner so that the system satisfies the safety specifications with the aforementioned probability
lower bounds. Such bounds are obtained for both finite as well as infinite time horizons.



1.1 Motivation and Contributions 3

The second part of the thesis is concerned with alleviating the restrictiveness of the standard
barrier certificate conditions. We leverage the inductive nature of barrier certificates and weaken
the conditions imposed on them by utilizing 𝑘-induction instead of standard induction. By doing
so, a larger class of functions may act as barrier certificates, making it easier to find them. In this
part of the thesis, we utilize the so-called 𝑘-inductive barrier certificates to provide qualitative
safety verification guarantees for discrete-time non-stochastic dynamical systems (i.e., systems
without control inputs) as well as probabilistic safety and reachability verification guarantees
for discrete-time stochastic dynamical systems. For the safety verification of non-stochastic
dynamical systems, we propose two alternative definitions for 𝑘-inductive barrier certificates,
demonstrate their applicability over standard ones, compare the two notions and discuss their
expressibility over one another. On the other hand, we obtain probability lower bounds on the
safety satisfaction of stochastic dynamical systems by utilizing a single notion of 𝑘-inductive
barrier certificates for stochastic safety. Finally, probabilistic reachability guarantees for stochas-
tic dynamical systems are achieved by considering two separate notions, one which computes
probability lower bounds on reach-and-avoid specifications, while the other definition provides us
reachability guarantees with probability 1. We also utilize some simple examples to demonstrate
the effectiveness of 𝑘-inductive barrier certificates for stochastic systems. Note that for stochastic
systems, probability guarantees are obtained over infinite time horizons.

The last part of the thesis focuses on extending the applicability of barrier certificate-based
approaches beyond simple safety and reachability specifications. First, we consider complex
specifications defined over individual execution traces of the system such as linear temporal logic,
𝜔-regular properties, or (in)finite strings over automata. Consequently, we provide a controller
synthesis procedure via control barrier certificates for the probabilistic satisfaction of (possibly
large-scale) stochastic control systems against the aforementioned specifications. In order to
extend the previously obtained control barrier certificate-based results for such specifications, we
take an automata-theoretic approach. Specifically, we consider the automata associated with the
complex specification and discharge the specification into a sequence of smaller safety synthesis
tasks. Then, by utilizing control barrier certificates to compute probability bounds on the smaller
safety tasks and combining them, we obtain probabilistic satisfaction guarantees over the original
specifications. Correspondingly, we also propose a switching controller structure for the system
in order to ensure the probabilistic satisfaction of the concerned specifications. Note that the
probability guarantees here may be provided for both finite time horizons (e.g. finite automata)
as well as infinite time horizons (e.g. 𝜔-regular properties or 𝜔-automata).

Secondly, for the first time, we extend the applicability of barrier certificate approaches
for verifying discrete-time dynamical systems against hyperproperties. Hyperproperties [31]
describe specifications that require quantification over multiple execution traces of the system,
and as such, cannot be described by linear temporal logic or 𝜔-regular properties. However,
they can specify many relevant properties required by the continuous-space systems considered
in our thesis, like opacity or optimality. In particular, we consider hyperproperties specified
using hyper-temporal logic (HyperLTL), which utilizes universal and existential quantifiers in
its syntax to reason about multiple trace executions. Due to the presence of such quantification,
standard barrier certificate-based approaches cannot be extended to handle these specifications.
Therefore, we propose a new notion of augmented barrier certificates defined over an augmented
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system by taking the product of the original system with itself (i.e., self-composition of the
system), which provide us with sufficient conditions ensuring the satisfaction of some so-called
conditional invariances. Then, inspired by our previously proposed results, we take an automata-
theoretic approach to extend the applicability of our reasoning to hyperproperties by breaking
down the automata associated with the specifications into smaller verification (i.e., satisfaction of
conditional invariances) tasks and utilizing augmented barrier certificates to solve these smaller
tasks.

Note that our theoretical contributions are supported by suitable procedures to construct
appropriate barrier certificates as well as controllers, where applicable. Such approaches in-
clude the use of sum-of-squares programming and satisfiability modulo theories. Moreover, we
demonstrate the effectiveness of our results by applying the approaches to suitable case studies,
including room temperature regulation networks, networks of Kuramoto oscillators, RLC circuits,
and vehicle models.

1.2 Outline of the Thesis
The thesis is divided into six chapters including the current one which serves as an introduction
to our contributions. The rest is structured as follows:

• Chapter 2 introduces some preliminary concepts relevant to the thesis. It includes some
mathematical notations that follow throughout the thesis, basic concepts borrowed from
control theory such as system definitions and (control) barrier certificates, as well as some
concepts borrowed from the formal methods community, like the definitions of the complex
logic specifications considered in the thesis.

• Chapter 3 through Chapter 5 present the main technical contributions achieved in the
thesis. For clarity in the presentation, the three chapters follow the same structure. First, the
introduction provides the necessary motivation for the proposed results. This is followed by
a brief literature review and a statement of contributions. The subsequent sections provide
the necessary technical details on the problem considered and the proposed techniques
to solve the problem. This is then followed by suitable case studies to illustrate the
effectiveness of the approaches. The chapter is then concluded with a brief summary of
our results. The following provides a quick overview of the technical contributions of the
chapters:

– Chapter 3 proposes scalable construction of control barrier certificates for the con-
troller synthesis of discrete-time large-scale stochastic control systems using two
different compositionality techniques using small-gain and dissipativity-based ap-
proaches. Utilizing these control barrier certificates, probabilistic guarantees on the
satisfaction of safety specifications are obtained.

– Chapter 4 introduces new notions of 𝑘-inductive barrier certificates to relax the
traditional barrier certificate conditions. Utilizing these notions, we obtain qualita-
tive safety verification for discrete-time non-stochastic dynamical systems, as well as
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probabilistic safety and reachability verification for discrete-time stochastic dynamical
systems.

– Chapter 5 extends the applicability of control barrier certificate-based approaches for
the controller synthesis of discrete-time stochastic control systems to specifications
that can be represented as deterministic finite automata as well as 𝜔-regular proper-
ties. Moreover, this chapter also proposes an approach for the formal verification of
discrete-time dynamical systems against hyperproperties.

• Chapter 6 provides a summary of the results established in the thesis and suggests some
interesting directions for future research.

For ease in understanding the contributions of each chapter, the highlighted terms in the
thesis outline represent the main problem solved. For instance, Chapter 3 is concerned with
the controller synthesis of large-scale stochastic control systems to obtain probabilistic safety
guarantees, and so on. Note that technical results established in the thesis are based on the
publications [6, 4, 5, 8, 9, 10]. Individual contributions made by the author for the relevant
publications are specifically highlighted in the beginning of each chapter.
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Chapter 2

Preliminaries

In this chapter, we introduce some mathematical notations that will be used throughout the thesis.
Moreover, we also introduce some preliminary concepts relevant to the thesis, including basic
concepts borrowed from the field of control theory, computer science, and mathematics.

2.1 Notations
The set of real numbers, integers, and non-negative integers are denoted by R,Z, and N, respec-
tively. These notations are annotated with subscripts to restrict them in the usual way, e.g., we use
R≥0 to represent the set of positive real numbers. In addition, we useR𝑛 to denote the real space of
dimension 𝑛. Given 𝑁 vectors 𝑒𝑖 ∈ R𝑛𝑖 , the notation 𝑒 = [𝑒1; . . . ; 𝑒𝑁 ] denotes the concatenated
vector of dimension

∑
𝑖 𝑛𝑖. Correspondingly, we use 𝑒(𝑖) to refer to the 𝑖th dimension of 𝑒, i.e.,

𝑒(𝑖) = 𝑒𝑖. For a vector 𝑒 ∈ R𝑛, we denote the infinity norm by ∥𝑒∥ and Euclidean norm by ∥𝑒∥2.
Furthermore, for a matrix 𝑀 ∈ 𝑅𝑛×𝑛, we use ∥𝑀 ∥𝐹 to denote the Frobenius norm of 𝑀 . The
identity matrix in R𝑛×𝑛 is denoted by I𝑛. Similarly, we use 0𝑛 and 1𝑛 to denote the column vector
in R𝑛 with all elements equal to 0 and 1, respectively.

For a finite set 𝐴, |𝐴| denotes the cardinality of 𝐴. We use ∅ to denote the empty set.
The complement of a set 𝐵 with respect to any set 𝐴 is denoted by 𝐴 \ 𝐵 = {𝑎 ∈ 𝐴, 𝑎 ∉ 𝐵}.
The power set of 𝐴 is denoted by 2𝐴. The boundary and closure of 𝐴 are denoted by 𝜕𝐴

and �̄�, respectively. Moreover, for any set 𝐴, 𝐴𝑛 denotes the 𝑛-ary Cartesian power of 𝐴, i.e.,
𝐴𝑛 = {(𝑎1, . . . , 𝑎𝑛) | 𝑎𝑖 ∈ 𝐴, 𝑖 ∈ {1, . . . , 𝑁}}. For two sets 𝐴 and 𝐵, a function 𝑓 : 𝐴 → 𝐵 is a
mapping from 𝐴 to 𝐵. The identity function on the set 𝐴 is denoted by id𝐴. Given three sets 𝐴, 𝐵,
and𝐶, and functions 𝑓 : 𝐴→ 𝐵 and 𝑔 : 𝐵→ 𝐶, the composition of functions 𝑓 and 𝑔 is denoted
by 𝑔 ◦ 𝑓 : 𝐴→ 𝐶. For a function 𝑓 : 𝐴→ 𝐴, we use 𝑓𝑛 to denote the 𝑛𝑡ℎ iterate of 𝑓 , defined as
𝑓0 = id𝐴 and 𝑓𝑛 = 𝑓𝑛−1◦ 𝑓 . For 𝑛 functions 𝑓(𝑖) : 𝐴𝑖 → 𝐵𝑖, 𝑖 ∈ {1, . . . , 𝑁}, their Cartesian product∏𝑛
𝑖=1 𝑓(𝑖) :

∏𝑛
𝑖=1 𝐴𝑖 →

∏𝑛
𝑖=1 𝐵𝑖 is given by

∏𝑛
𝑖=1 𝑓(𝑖) (𝑎1, . . . , 𝑎𝑛) = [ 𝑓(1) (𝑎1); . . . ; 𝑓(𝑛) (𝑎𝑛)].

Similarly, the 𝑛-ary Cartesian product of a function 𝑓 , denoted by 𝑓 𝑛, is the Cartesian product of
𝑓 applied 𝑛 times. A function 𝑓 : R≥0 → R≥0 is said to be a class K function if it is continuous,
strictly increasing, and 𝑓 (0) = 0. A class K function 𝑓 (·) belongs to the class K∞ if 𝑓 (𝑠) → ∞
as 𝑠 → ∞. Finally, we denote the disjunction (∨) and conjunction (∧) of a Boolean function
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𝑓 : 𝑆 → {0, 1} over a (possibly infinite) index set S by
∨
𝑠∈𝑆 𝑓 (𝑠) and

∧
𝑠∈𝑆 𝑓 (𝑠), respectively.

An alphabet Σ is a finite set of letters. An 𝜔-sequence 𝝈 = (𝜎0, 𝜎1, . . .) is an infinite
concatenation of letters, i.e., for all 𝑖 ≥ 0 we have 𝜎𝑖 ∈ Σ. A finite sequence is such a sequence
but with a finite length. We write Σ∗ and Σ𝜔 for the set of finite and 𝜔-sequences over Σ, and
we let Σ∞ = Σ∗ ∪ Σ𝜔. For a sequence 𝝈 = (𝜎0, 𝜎1, . . .) ∈ Σ𝜔, let 𝝈(𝑖) be the 𝑖-th element of
𝝈 and 𝝈(𝑖,∞) be the 𝜔-sequence (𝜎𝑖, 𝜎𝑖+1, . . .) ∈ Σ𝜔 of 𝝈 starting from the 𝑖-th position. We
let zip : (Σ𝜔)𝑝 → (Σ𝑝)𝜔 denote a function that maps a 𝑝-tuple of sequences to a sequence of
𝑝-tuples, i.e.

(𝝈1,𝝈2, . . . ,𝝈 𝒑) → (𝝈1(0),𝝈2(0), . . . ,𝝈 𝒑 (0)) (𝝈1(1),𝝈2(1), . . . ,𝝈 𝒑 (1)) . . .

and unzip : (Σ𝑝)𝜔 → (Σ𝜔)𝑝 denotes the inverse of zip, i.e.

𝝈 →((𝝈(0) (1),𝝈(1) (1), . . .), . . . , (𝝈(0) (𝑝),𝝈(1) (𝑝), . . .)).

2.2 System Definitions
In this thesis, we consider two classes of control systems defined over continuous state sets and
discrete time, namely, non-stochastic control systems and stochastic control systems, respectively.
In this section, we present the definitions of both classes of systems and discuss their behavior in
detail. We first define the non-stochastic case.

Definition 1. A non-stochastic discrete-time control system is a tuple

𝔖 = (𝑋,𝑈, 𝑓 ), (2.1)

where

• 𝑋 ⊆ R𝑛 is the (possibly infinite) state set of the system;

• 𝑈 ⊆ R𝑚 is the (possibly infinite) input set of the system;

• 𝑓 : 𝑋 ×𝑈 → 𝑋 is the transition function of the system that characterizes the dynamics of
the system via the following difference equation

x(𝑡 + 1) = 𝑓 (x(𝑡), 𝜈(𝑡)), (2.2)

where 𝑡 ∈ N, x : N→ 𝑋 , and 𝜈 : N→ 𝑈 are the state and input sequences, respectively.

Given an initial condition x(0) = 𝑥0 and an input sequence 𝜈, the state sequence of the
dt-CS 𝔖 is obtained via (2.2) and is denoted by x𝑥0,𝜈. The state sequence may be finite (e.g.,
x𝑥0,𝜈,𝑛 = (𝑥0, x(1), . . . , x(𝑛)), 𝑛 ∈ N), or infinite (e.g., x𝑥0,𝜈 = (𝑥0, x(1), . . .)).

We now present stochastic control systems. Before doing so, some preliminary notions on
probability spaces are in order. We consider the probability space (Ω, FΩ, PΩ), where Ω is the
sample space, FΩ is a sigma-algebra on Ω consisting subsets of Ω as events, and PΩ is the
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probability measure that assigns probability to those events. Random variables in this paper
are assumed to be measurable functions of the form 𝑋 : Ω → 𝑆𝑋 . Any random variable 𝑋
induces a probability measure on 𝑆𝑋 as 𝑃𝑟𝑜𝑏{𝐴} = PΩ{𝑋−1(𝐴)} for any 𝐴 ∈ F𝑋 , where F𝑋
is the sigma-algebra on 𝑋 . The topological space 𝑆𝑋 is a Borel space if it is homeomorphic to
a Borel subset of a Polish space, i.e., a separable and completely metrizable space. The Borel
sigma-algebra generated from Borel space 𝑆𝑋 is denoted by B(𝑆𝑋) and the map 𝑓 : 𝑆𝑋 → 𝑌 is
measurable whenever it is Borel measurable.

Definition 2. A stochastic discrete-time control system is a tuple

𝔖 = (𝑋,𝑈, 𝜍, 𝑓 ), (2.3)

where

• 𝑋 ⊆ R𝑛 is a Borel space as the state set of the system. The tuple (𝑋,B(𝑋)) is the
measurable state space where B(𝑋) denotes the Borel sigma-algebra on the state space;

• 𝑈 ⊆ R𝑚 is the Borel space as the input set of the system. The tuple (𝑈,B(𝑈)) denotes the
Borel sigma-algebra on the input space;

• 𝜍 := {𝜍 (𝑡) : Ω → V𝜍 , 𝑡 ∈ N} is a sequence of independent and identically distributed
(i.i.d.) random variables from a sample space Ω to the measurable space (V𝜍 , F𝜍);

• 𝑓 : 𝑋 ×𝑈 ×V𝜍 → 𝑋 is a measurable function that characterizes the state evolution of 𝔖
through the following difference equation:

x(𝑡 + 1) = 𝑓 (x(𝑡), 𝜈(𝑡), 𝜍 (𝑡)), (2.4)

where x(𝑡) : Ω → 𝑋 is the state at time 𝑡 ∈ N and 𝜈(𝑡) : Ω → 𝑈 is the control input at
time 𝑡 ∈ N.

We associate with 𝑈 a set U which consists of a collection of input sequences {𝜈(𝑡) : Ω →
𝑈, 𝑡 ∈ N} such that 𝜈(𝑡) is independent of the random variable 𝜍 (𝑠) is for all 𝑡, 𝑠 ∈ N and 𝑠 ≥ 𝑡.
For a given initial state x(0) = 𝑥0, and 𝜈(·) ∈ U, a random sequence x𝑥0,𝜈 : Ω × N → 𝑋 is
the solution process of 𝔖 under the influence of 𝜈 starting from 𝑥0 that is obtained from (2.4).
Similar to the non-stochastic case, the solution process may be finite or infinite.

In some parts of the thesis, we deal with the controller synthesis problem, which refers to
finding a suitable controller such that the system 𝔖 satisfies a desired property, such as safety.
In this case, the control of dt-CS or dt-SCS 𝔖 in (3.1) is enforced by a controller 𝜛 : 𝑋 → 𝑈

where the control input 𝜈(𝑡) = 𝜛(𝑥(𝑡)) at any time 𝑡 depends on the state at time 𝑡. Consequently,
we denote the state sequence starting from the initial condition x(0) = 𝑥0 under the controller
𝜛 as x𝑥0,𝜛. In other parts of the thesis, we consider the verification problem, which assumes
either that the controller is absent, i.e., 𝜈(𝑡) = 0,∀𝑡 ∈ N, or that the controller is designed a
priori. In this case, the tuples in (2.1) and (2.3) are reduced to 𝔖 = (𝑋, 𝑓 ), and 𝔖 = (𝑋, 𝜍, 𝑓 ),
respectively. Moreover, for the sake of simplicity in presentation, we use the term discrete-
time non-stochastic dynamical systems (dt-DS) and the term discrete-time stochastic dynamical
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systems (dt-SS), respectively, to refer to systems without the explicit mention of control inputs.
Moreover, the state sequences of the dt-DS and the solution processes of the dt-SS are written
without the explicit mention of the input sequence or the controller in their subscripts. Finally, the
verification problem entails determining whether the system 𝔖 satisfies the desired specification.

Remark 1. Note that we abuse the notation to utilize a unified representation 𝔖 for all the classes
of systems that we consider in the thesis (dt-DS, dt-CS, dt-SS or dt-SCS). The meaning of the
notation will be made clear with context.

2.3 Safety and Reachability
An important problem in the field of control theory, especially in the case of safety-critical control
systems, is to provide proof of correctness of system behavior. In this context, the safety problem
is to certify whether the system trajectories (i.e. state sequences or solution processes) avoid some
undesirable or unsafe configurations. Formally, given a set of initial states 𝑋0 and a set of unsafe
states 𝑋𝑢 for the system 𝔖, a trajectory x𝑥0,𝜈 starting from 𝑥0 ∈ 𝑋0 under the influence of control
sequence 𝜈 is safe if it never visits the states in 𝑋𝑢, i.e., we have that x𝑥0 (𝑡) ∉ 𝑋𝑢, for all time 𝑡 ∈ N.
In the context of non-stochastic control systems, one may be able to provide absolute guarantees
for safety. However, in the case of stochastic control systems, one is concerned with obtaining
probabilistic guarantees for safety, i.e., tight lower bounds on the probability that the system
avoids 𝑋𝑢. We now present the safety verification and synthesis problem in both non-stochastic
and stochastic control systems, respectively.

Problem 1 (Safety Verification for dt-DS). Given a dt-DS 𝔖 = (𝑋, 𝑓 ), a set of initial states
𝑋0 ⊆ 𝑋 , and a set of unsafe states 𝑋𝑢 ⊆ 𝑋 , determine whether the state sequences x𝑥0 of 𝔖
starting from 𝑥0 ∈ 𝑋0, satisfy x𝑥0 (𝑡) ∉ 𝑋𝑢, for all 𝑡 ∈ N.

Problem 2 (Safe Controller Synthesis for dt-CS). Given a dt-CS 𝔖 = (𝑋,𝑈, 𝑓 ), a set of initial
states 𝑋0 ∈ 𝑋 , and a set of unsafe states 𝑋𝑢 ⊆ 𝑋 , synthesize a controller 𝜛 such that the state
sequences x𝑥0,𝜛 starting from 𝑥0 ∈ 𝑋0 satisfy x𝑥0,𝜛 (𝑡) ∉ 𝑋𝑢, for all 𝑡 ∈ N.

Problem 3 (Probabilistic Safety Verification for dt-SS). Given a dt-SS 𝔖 = (𝑋, 𝜍, 𝑓 ), the sets of
initial and unsafe states 𝑋0 and 𝑋𝑢, respectively, compute a constant 0 ≤ 𝜘 ≤ 1 such that the
system is safe with a probability bound of at least 𝜘, i.e.,

P{x𝑥0 (𝑡) ∉ 𝑋𝑢 for all 𝑡 ∈ N | 𝑥0 ∈ 𝑋0} ≥ 𝜘. (2.5)

Problem 4 (Probabilistic Safety Synthesis for dt-SCS). Given a dt-SS 𝔖 = (𝑋,𝑈, 𝜍, 𝑓 ), the sets
of initial and unsafe states 𝑋0 and 𝑋𝑢, respectively, compute a controller𝜛 along with a constant
0 ≤ 𝜘 ≤ 1 such that the system is safe with a probability bound of at least 𝜘, i.e.,

P{x𝑥0,𝜛 (𝑡) ∉ 𝑋𝑢 for all 𝑡 ∈ N | 𝑥0 ∈ 𝑋0} ≥ 𝜘. (2.6)
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Another relevant specification concerned with dynamical systems is the reachability specifi-
cation, which requires the system to eventually reach a desired set of states. Formally, given a
set of initial states 𝑋0 and a set of target states 𝑋𝑅, state sequences x𝑥0 of a dynamical system
𝔖 starting from some state 𝑥0 ∈ 𝑋0 is said to reach 𝑋𝑅 if it eventually visits some states in 𝑋𝑅,
i.e. we have that x𝑥0 (𝑡) ∈ 𝑋𝑅, for some time 𝑡 ∈ N. One can define the following problems
concerning the verification of reachability properties, similar to those presented for safety.

Problem 5 (Reachability Verification for dt-DS). Given a dt-DS 𝔖 = (𝑋, 𝑓 ), a set of initial states
𝑋0 ⊆ 𝑋 , and a set of target states 𝑋𝑅 ⊆ 𝑋 , determine whether the state sequences x𝑥0 of 𝔖
starting from 𝑥0 ∈ 𝑋0 eventually reach 𝑋𝑅, i.e., if there exists 𝑡 ∈ N such that x𝑥0 (𝑡) ∈ 𝑋𝑅.

Problem 6 (Probabilistic Reachability Verification for dt-SS). Given a dt-SS 𝔖 = (𝑋, 𝜍, 𝑓 ), a set
of initial states and target states 𝑋0, 𝑋𝑅 ⊆ 𝑋 , respectively, compute a constant 0 ≤ 𝜘 ≤ 1 such
that 𝔖 satisfies the reachability property with a probability bound of at least 𝜘, i.e.,

P{x𝑥0 (𝑡) ∈ 𝑋𝑅 for some 𝑡 ∈ N | 𝑥0 ∈ 𝑋0} ≥ 𝜘. (2.7)

Remark 2. We do not present problems pertaining to controller synthesis for reachability specifi-
cations as they are out of the scope of this thesis. However, it must be noted that similar problems
may be formulated for such tasks.

2.4 Specifications Beyond Safety and Reachability
In computer science literature, complex logic specifications beyond safety and reachability prop-
erties are usually defined over infinite trace executions of the system. We consider here trace
properties that are subsets of infinite traces defined over the set of atomic propositionsAP, where
each trace is an 𝜔-sequence of letters from the set 2AP . Such specifications may be expressed
using temporal logic formulas like linear temporal logic (LTL) [15] or simply as infinite languages
over automata (e.g., Büchi automata, Streett automata, etc.) [124]. Note that these specifications
may also be considered over finite traces rather than infinite traces, and correspondingly, one may
utilize finite fragments of temporal logic specifications, such as LTL 𝑓 [38], or finite languages
over automata like (non)deterministic finite automata [59]. In the following, we present the syntax
and semantics of LTL.

2.4.1 Linear Temporal Logic (LTL)
Consider a set of atomic propositions AP, which are input symbols that are relevant to the
underlying system, and the alphabet Σ = 2AP characterized by the subsets of these propositions.
We refer to an infinite sequence (𝜔-sequence) of letters from Σ as an infinite trace. We write Σ𝜔

for the set of all infinite traces over Σ.
Syntax. An LTL formula over AP can be built from the following production rules:

𝜓 ::= 𝑝 | ¬𝜓 | 𝜓 ∨ 𝜓 | X𝜓 | 𝜓 U𝜓,
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where 𝑝 ∈ AP, X and U are the next and until operators, respectively. Other popular temporal
operators such as globally (G), eventually (F) and release (R) can be derived from these minimal
ones in a standard manner.

Semantics. Given an infinite trace 𝝈 and an LTL formula 𝜓, the formula 𝜓 is valid for 𝝈, i.e.
𝝈 |= 𝜓, if:

• 𝜓 = 𝑝 and 𝑝 ∈ 𝝈(0);

• 𝜓 = ¬𝜓 and 𝝈 ̸ |= 𝜓;

• 𝜓 = 𝜓1 ∨ 𝜓2 and 𝝈 |= 𝜓1 or 𝝈 |= 𝜓2;

• 𝜓 = X𝜓 and 𝝈(1,∞) |= 𝜓;

• 𝜓 = 𝜓1 U𝜓2 and 𝝈(𝑖,∞) |= 𝜓2 for some 𝑖 ≥ 0 and for all 0 ≤ 𝑗 < 𝑖, we have that
𝝈( 𝑗 ,∞) |= 𝜓1.

We refer the interested readers to [15] for more details on syntax and semantics of LTL properties.
The syntax of LTL 𝑓 is defined similarly to LTL, but its semantics are interpreted over finite traces
rather than infinite ones. i.e., over Σ∗ [38].

2.4.2 Temporal Logic for Hyperproperties (HyperLTL)
LTL specifications can express many relevant safety and mission-related properties. However,
they can only express trace properties, i.e., properties of individual execution traces. Unfortu-
nately, they cannot specify properties over sets of execution traces, which is essential for many
relevant security and planning specifications. On the other hand, HyperLTL was developed as
an extension of LTL to describe collective behaviour relating multiple execution traces simulta-
neously. HyperLTL utilizes trace variables to specify the execution traces and uses the ∀ and ∃
quantifiers preceding a quantifier-free formula to specify on which traces the atomic propositions
must hold. In the following, we present the syntax and semantics of HyperLTL in detail.
Syntax. We consider HyperLTL with the syntax:

𝜙 ::= ∃𝜋.𝜙 | ∀𝜋.𝜙 | 𝜓

𝜓 ::= 𝑝𝜋 | ¬𝜓 | 𝜓 ∨ 𝜓 | X𝜓 | 𝜓 U𝜓.

The key distinction over LTL formulae is the introduction of trace quantifiers ∃ and ∀. The
quantifier ∃𝜋 stands for “for some trace 𝜋" while the quantifier ∀𝜋 stands for “for all traces 𝜋",
respectively. The variable 𝜓 generates standard LTL formulae with the exception that atomic
propositions can refer to distinct trace variables. Hence, for every proposition 𝑝 ∈ AP and trace
variable 𝜋, we use 𝑝𝜋 to express that proposition 𝑝 is referring to the trace 𝜋. A trace variable
occurs free in a HyperLTL formula, if it is not bounded by any trace quantifier, i.e., if no atomic
propositions corresponding to the trace variable occur in 𝜓. A HyperLTL formula with no free
variable is called closed.
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Semantics. Since HyperLTL formulae express the properties of multiple trace variables, one
requires assigning these trace variables to specific traces for reasoning about the satisfaction of
the formula. Let V = {𝜋1, 𝜋2, . . .} be an infinite set of trace variables. The semantics of a
HyperLTL formula 𝜓 is defined over a set 𝑇 of traces and a trace valuation function Π : V → Σ𝜔

that maps all the free trace variables occurring in the formula 𝜓 to traces in the set Σ𝜔. We use
Π [𝜋 → 𝝈] to express the trace valuation function Π′ that agrees with Π for all trace variables
except 𝜋 and Π′(𝜋) = 𝝈. We define the trace valuation suffix Π [𝑖,∞] as 𝜋 ↦→ Π(𝜋) (𝑖,∞), i.e.
Π [𝑖,∞] maps 𝜋 to the 𝑖-suffix of the trace mapped to 𝜋 by Π. We say that a HyperLTL formula
𝜓 is satisfiable over a given set 𝑇 of traces and trace valuation function Π : V → Σ𝜔, and we
write Π |=𝑇 𝜙 if one of the following holds:

• 𝜙 = ∃𝜋.𝜓 and there is 𝝈 ∈ 𝑇 such that Π [𝜋 → 𝝈] |=𝑇 𝜓;

• 𝜙 = ∀𝜋.𝜓 and for all 𝝈 ∈ 𝑇 , we have Π [𝜋 → 𝝈] |=𝑇 𝜓;

• 𝜙 = 𝑝𝜋 and 𝑝 ∈ Π(𝜋) (0);

• 𝜙 = ¬𝜙 and Π ̸ |=𝑇 𝜙;

• 𝜙 = 𝜓1 ∨ 𝜓2 and Π |=𝑇 𝜓1 or Π |=𝑇 𝜓2;

• 𝜙 = X𝜓 and Π [1,∞] |=𝑇 𝜓;

• 𝜙 = 𝜓1 U𝜓2 and there is 𝑖 ≥ 0 such that Π [𝑖,∞] |=𝑇 𝜓2 and for all 0 ≤ 𝑗 < 𝑖, we have that
Π [ 𝑗 ,∞] |=𝑇 𝜓1.

A closed HyperLTL formula 𝜙 is considered to be valid for a set of traces 𝑇 , and we write 𝑇 |= 𝜙
if the empty trace assignment satisfies the formula, i.e., ∅ |=𝑇 𝜙. We refer the interested readers
to [30] for more details on syntax and semantics of HyperLTL properties.

2.4.3 Automata on (In)finite Traces
In general, complex logic specifications may also be represented by utilizing relevant automata,
such as 𝜔-automata to express specifications over infinite traces, or (non)deterministic finite
automata to specify properties over finite traces. We present the definitions of such automata and
describe their connection with LTL and HyperLTL specifications.

Definition 3. An 𝜔-automaton is a tuple A = (𝑄, 𝑞0, Σ, 𝛿,Acc), where

• 𝑄 is a finite set of states;

• 𝑞0 ∈ 𝑄 is the initial state;

• Σ is the alphabet;

• 𝛿 ⊆ 𝑄 × Σ ×𝑄 is the state transition relation;

• Acc is an acceptance condition that varies according to the automaton considered;
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An automaton is said to be deterministic if, from every 𝑞 ∈ 𝑄, there exists only one successor
state with an element 𝜎 ∈ Σ, i.e., 𝛿 : 𝑄 × Σ → 𝑄. Otherwise, it is nondeterministic. An infinite
sequence of input symbols 𝝈 = (𝜎0, 𝜎1, . . .) ∈ Σ𝜔 is called an infinite word or trace. An infinite
run or path q= (𝑞0, 𝑞1, . . .) ∈ 𝑄𝜔 on the trace 𝝈 = (𝜎0, 𝜎1, . . .) is an infinite sequence of states
such that for every 𝑚 ≥ 0, we have 𝑞𝑚+1 = 𝛿(𝑞𝑚, 𝜎𝑚). We denote by inf(q) the set of states in 𝑄
that is visited infinitely often during the run q. A run q is said to be accepting if it satisfies the
acceptance condition Acc, and the corresponding word 𝜎(q) is said to be accepted by A. The
language of A, denoted by L(A), comprises of all the words accepted by A.

There exist different kinds of acceptance conditions for 𝜔-automata, such as Büchi [23],
Rabin [101] , Streett [118], and Müller [86] acceptance conditions. In this thesis, we mainly
work with Büchi and Streett automata. A nondeterministic Büchi automaton (NBA), denoted
by A𝑏 = (𝑄, 𝑞0, Σ, 𝛿, 𝐹), is defined similarly to Definition 3, but with the acceptance condition
defined by 𝐹 ⊆ 𝑄, which is a set of accepting states. Moreover, the transition relation is
nondeterministic, i.e., 𝛿 : 𝑄 ×Σ→ 2𝑄 . An infinite run is said to be accepting iff inf(q) ∪ 𝐹 ≠ ∅.
The deterministic variant, called deterministic Büchi automata (DBA) is defined similarly, but
with a deterministic transition function 𝛿 : 𝑄×Σ→ 𝑄. On the other hand, a deterministic Streett
automaton (DSA), denoted byA𝑠 = (𝑄, 𝑞0, Σ, 𝛿,Acc), has an acceptance condition that is defined
by pairs of states, i.e., Acc = {< 𝐸1, 𝐹1 >, < 𝐸2, 𝐹2 >, . . . , < 𝐸𝑧, 𝐹𝑧 >}, where < 𝐸𝑖, 𝐹𝑖 > with
𝐸𝑖, 𝐹𝑖 ⊆ 𝑄,∀𝑖 ∈ {1, . . . , 𝑧}. For simpler presentation, we define the sets 𝐸 = {𝐸1, 𝐸2, . . . , 𝐸𝑧}
and 𝐹 = {𝐹1, 𝐹2, . . . , 𝐹𝑧} where < 𝐸𝑖, 𝐹𝑖 > ∈ Acc, ∀𝑖 ∈ {1, . . . , 𝑧}. A run q is said to be an
accepting run for A𝑠 if for all 𝐸𝑖 ∈ 𝐸 and 𝐹𝑖 ∈ 𝐹, 𝑖 ∈ {1, . . . , 𝑧}, we have inf (q) ∩ 𝐸𝑖 = ∅ or
inf (q) ∩ 𝐹𝑖 ≠ ∅. We now define deterministic finite automata (DFA), which we utilize to express
specifications over finite traces.

Definition 4. A deterministic finite automaton (DFA) is a tuple A 𝑓 = (𝑄, 𝑞0, Σ, 𝛿, 𝐹), where 𝑄
is a finite set of states, 𝑞0 ∈ 𝑄 is the initial state, Σ is a finite set of input symbols called alphabet,
𝛿 : 𝑄 × Σ→ 𝑄 is the transition function and 𝐹 ⊆ 𝑄 represents the accepting states.

A finite trace 𝝈 𝑓 = (𝜎0, . . . , 𝜎𝑛−1) ∈ Σ∗ is said to be be accepted by DFA A 𝑓 if there
exists a corresponding finite path q 𝑓 = (𝑞0, 𝑞1, . . . , 𝑞𝑛) ∈ 𝑄𝑛+1 such that 𝑞𝑚+1 = 𝛿(𝑞𝑚, 𝜎𝑚),
𝑚 ∈ {1, . . . , 𝑛} and 𝑞𝐹 ∈ 𝐹. Similar to 𝜔-automata, we utilize the notation L(A 𝑓 ) to denote the
accepting language of A 𝑓 that consists of all the finite traces that are accepted by A 𝑓 .

Expressiveness of specifications. We first consider the expressiveness of specifications de-
fined over infinite traces. 𝜔-Automata such as nondeterministic Büchi automata and deterministic
Streett automata can express all 𝜔-regular specifications, and in general are more expressive than
deterministic Büchi automata, which can only represent a subset of𝜔-regular specifications [124].
Moreover, LTL specifications also correspond to another subset of𝜔-regular specifications called
star-free 𝜔-regular specifications, and any LTL specification 𝜓 may be converted to a corre-
sponding Büchi or Streett automaton by utilizing appropriate automata conversion tools such as
SPOT [44], or ltl2dstar [68]. It must be noted that𝜔-regular properties are all trace properties,
i.e., they capture the properties of individual execution traces. On the other hand, hyperproperties
are sets of traces properties, i.e., they capture the interactions between multiple execution traces.
In this context, HyperLTL, which is a formalism used to express hyperproperties, extends LTL
specifications and is, therefore, more expressive than LTL. In fact, HyperLTL subsumes LTL
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and can express a subset of 𝜔-regular hyperproperties [48]. LTL to Büchi automata construction
techniques may also be adapted to obtain NBA corresponding to HyperLTL specifications [30].
In particular, for a given HyperLTL specification 𝜙 = 𝜇1𝜋1 . . . , 𝜇𝑝𝜋𝑝𝜓, where 𝜇𝑖 ∈ {∀, ∃}, for
all 𝑖 ∈ {1, . . . , 𝑝}, one constructs an NBA A𝑏

𝜓
corresponding to 𝜓, which is a quantifier-free

LTL formula. However, in this case, to accommodate for the quantification of traces, a trace
for such an automaton is a 𝑝-tuple of individual traces, denoted by �̃� = (𝝈1, . . . ,𝝈𝑝), i.e.,
unzip(�̃�) ∈ L(A𝜓) if (𝜋1 ↦→ 𝝈1, . . . , 𝜋𝑝 ↦→ 𝝈𝑝) is an accepting run of A𝑏

𝜓
.

As mentioned, specifications over finite traces may either be expressed by DFA or LTL 𝑓

specifications. In general, one prefers to consider specifications represented as DFA since they
are more expressive than LTL 𝑓 specifications [38]. Moreover, any LTL 𝑓 specification can be
converted to an equivalent DFA by utilizing appropriate construction tools such as MONA [57].
Note that in this thesis, we consider deterministic finite automata rather than nondeterministic
finite automata (NFA). This is without any loss of generality since DFA are equally expressive
and one can obtain a DFA corresponding to any NFA by means of power set construction [102].

2.5 Barrier Certificates
Having introduced all the relevant specifications that are considered in this thesis, we now provide
some preliminary results available in existing literature for solving Problems (1)-(6) by utilizing
barrier certificate-based approaches.

2.5.1 Barrier Certificates for Safety
In this subsection, we present barrier certificate-based approaches for the safety analysis of
discrete-time (stochastic) systems, obtained by adapting results from [96, 97]. We first provide
solutions to Problems 1-2.

Definition 5. We say that a function B : 𝑋 → R is a barrier certificate (BC) for a dt-DS
𝔖 = (𝑋, 𝑓 ) with respect to a set of initial states 𝑋0 ⊆ 𝑋 , and a set of unsafe states 𝑋𝑢 ⊆ 𝑋 , if:

B(𝑥) ≤ 0, for all 𝑥 ∈ 𝑋0, (2.8)
B(𝑥) > 0, for all 𝑥 ∈ 𝑋𝑢, (2.9)
B( 𝑓 (𝑥)) − B(𝑥) ≤ 0 for all 𝑥 ∈ 𝑋. (2.10)

It is simple to see that barrier certificates provide sufficient conditions ensuring that the state
sequences started in the initial set 𝑋0 ⊂ 𝑋 never reach the unsafe region 𝑋𝑢 ⊆ 𝑋 . Since condition
(2.10) requires the barrier certificate to be non-increasing at every time step, it ensures that the
state sequences never cross the level set B(𝑥)=0. In other words, the state sequences of the dt-DS
𝔖 always remain in the safe regions. Figure 2.1 demonstrates the safety verification using barrier
certificates. For additional information and detailed proofs, we refer the interested readers to
[96].

Control barrier certificates (CBCs) for synthesizing controllers enforcing safety specifications
may be obtained in a similar manner, defined as follows.
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Figure 2.1: Safety verification using barrier certificates.

Definition 6. Consider a dt-CS 𝔖 = (𝑋,𝑈, 𝑓 ), a set of initial states 𝑋0 ⊆ 𝑋 and a set of unsafe
states 𝑋𝑢 ⊆ 𝑋 . We say that B : 𝑋 → R is a control barrier certificate (CBC) for dt-CS 𝔖 if:

B(𝑥) ≤ 0, for all 𝑥 ∈ 𝑋0, (2.11)
B(𝑥) > 0, for all 𝑥 ∈ 𝑋𝑢, (2.12)

and for all 𝑥 ∈ 𝑋 , there exists 𝑢 ∈ 𝑈 such that:

B( 𝑓 (𝑥, 𝑢)) − B(𝑥) ≤ 0. (2.13)

The proof follows similarly to that of Definition 5, but with control input being selected
according to condition (2.13).

In the context of stochastic systems, barrier certificates take the form of supermartingale
functions. In probability theory, a supermartingale is a sequence of random variables whose
conditional expectation of the next value at any time instant is always smaller than the current
value, irrespective of the prior values. In this regard, barrier certificates for stochastic systems are
non-negative real-valued functions that satisfy the supermartingale condition, i.e., the expected
value of the barrier certificate is non-increasing at every time step. In the following, we introduce
barrier certificates for safety verification [97] and control barrier certificates for synthesis [63], and
utilize these definitions to provide probabilistic guarantees for safety satisfaction, consequently
solving Problems 3-4.

Definition 7. We say that a function B : 𝑋 → R≥0 is a barrier certificate for the dt-SS 𝔖 =

(𝑋, 𝜍, 𝑓 ) with respect to a set of initial states 𝑋0 ⊆ 𝑋 , a set of unsafe states 𝑋𝑢 ⊆ 𝑋 if there exists
a constant 0 ≤ 𝜀 ≤ 1 such that the following conditions hold:

B(𝑥) ≤ 𝜀, for all 𝑥 ∈ 𝑋0, (2.14)
B(𝑥) ≥ 1, for all 𝑥 ∈ 𝑋𝑢, (2.15)
E[B( 𝑓 (𝑥, 𝜍)) | 𝑥] − B(𝑥) ≤ 0, for all 𝑥 ∈ 𝑋. (2.16)

We now utilize Definition 7 to provide probabilistic bounds with which the dt-SS satisfies the
safety specification.
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Theorem 1. Consider a dt-SS 𝔖 = (𝑋, 𝜍, 𝑓 ). Let B be a barrier certificate satisfying condi-
tions (2.14)-(2.16) for some 0 ≤ 𝜀 ≤ 1. Then the probability that the solution process x𝑥0 starting
from an initial condition 𝑥0 ∈ 𝑋0 does not reach unsafe region 𝑋𝑢 is bounded by

P{x𝑥0 (𝑡) ∉ 𝑋𝑢 for all 𝑡 ∈ N | 𝑥0} ≥ 1 − 𝜀. (2.17)

From Theorem 1, it can be easily inferred that the existence of a barrier certificate according
to Definition 7 guarantees a solution to Problem 3 with a probability of 𝜘 = 1 − 𝜀.

Proof. According to condition (2.15), 𝑋𝑢 ⊆ {𝑥 ∈ 𝑋 | B(𝑥) ≥ 1}. Therefore, it follows that

P{𝑥(𝑡) ∈ 𝑋𝑢 for some 𝑡 ∈ N | 𝑥0} ≤ P{sup
𝑡∈N
B(𝑥(𝑡)) ≥ 1 | 𝑥0}.

Now, due to condition (2.16), we have that B is a non-negative supermartingale, and from [70,
Theorem 12, Chapter II] it follows that

P{x𝑥0 (𝑡) ∈ 𝑋𝑢 for some 𝑡 ∈ N | 𝑥0} ≤ 𝜀.

By means of complementation, we obtain the lower bound of (2.17). □

Definition 8. Consider a dt-SCS 𝔖 = (𝑋,𝑈, 𝜍, 𝑓 ), a set of initial states 𝑋0 ⊆ 𝑋 , and a set of
unsafe states 𝑋𝑢 ⊆ 𝑋 . We say that B : 𝑋 → R≥0 is a control barrier certificate (CBC) for dt-SCS
𝔖 if:

B(𝑥) ≤ 𝜀, for all 𝑥 ∈ 𝑋0, (2.18)
B(𝑥) ≥ 1, for all 𝑥 ∈ 𝑋𝑢, (2.19)

and for all 𝑥 ∈ 𝑋 , there exists 𝑢 ∈ 𝑈 such that:

E[B( 𝑓 (𝑥, 𝑢, 𝜍)) | 𝑥, 𝜈] − B(𝑥) ≤ 0. (2.20)

Theorem 2. Consider a dt-SCS 𝔖 = (𝑋,𝑈, 𝜍, 𝑓 ). LetB be a control barrier certificate satisfying
conditions (2.18)-(2.20). Then the probability that the solution process x𝑥0,𝜛 starting from an
initial condition 𝑥0 ∈ 𝑋0 under a controller 𝜛, obtained via the satisfaction of condition (2.20),
satisfies the safety specification with the probability bounds given by:

P{x𝑥0,𝜛 (𝑡) ∉ 𝑋𝑢 for all 𝑡 ∈ N | 𝑥0} ≥ 1 − 𝜀. (2.21)

The proof of Theorem 2 follows similarly to that of Theorem 1 under the controller 𝜛. It
must be mentioned that while supermartingale conditions are necessary in Definitions 7 and
Definitions 8 to provide probabilistic guarantees over infinite time horizons, it is possible to relax
these conditions by adding an offset of 𝑐 > 0 in the right-hand side of conditions (2.14) and (2.20),
respectively. This condition is known as a 𝑐-martingale condition [117]. However, this comes at
the cost of providing probabilistic guarantees over finite time horizons. We state the following
corollary for the verification problem in a dt-SS 𝔖. Note that this result may be similarly adapted
to the controller synthesis case as well, yielding identical probabilistic guarantees.
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Corollary 1. Consider a dt-SS 𝔖 = (𝑋, 𝜍, 𝑓 ). Let B be a 𝑐-martingale barrier certificate for
𝔖. Then the lower bound on the probability that the solution process x𝑥0 starting from an initial
condition 𝑥0 ∈ 𝑋0 does not reach the unsafe regions within time horizon [0, 𝑇𝑑) is obtained as

P{x𝑥0 (𝑡) ∉ 𝑋𝑢 for all 𝑡 ∈ [0, 𝑇𝑑) | 𝑥0} ≥ 1 − (𝜀 + 𝑐𝑇). (2.22)

Remark 3. Note that one may also reformulate condition (2.16) to write

E[B( 𝑓 (𝑥, 𝜍)) | 𝑥] − 𝜅(B(𝑥)) ≤ 0, (2.23)

where 𝜅 ∈ K∞, with 𝜅 ≤ id for the verification problem. When 𝜅 = id, we recover condition (2.16).
This condition may also be suitably adapted for the controller synthesis problem.

Remark 4. In all of the aforementioned definitions, it is implicitly assumed that 𝑋0 ∧ 𝑋𝑢 = ∅.
When this is not the case, there does not exist a (control) barrier certificate due to the conflict
between the first two conditions. In such a case, the system can start from the unsafe regions and
will trivially violate the safety property.

2.5.2 Barrier Certificates for Reachablility
In this subsection, we utilize barrier certificates to provide verification guarantees over reachability
specifications and consequently provide solutions to Problems 5-6. However, to do this, one needs
the following assumption.

Assumption 1. For a (stochastic) dynamical system 𝔖 that starts from the initial condition
𝑥0 ∈ 𝑋 , we have that x𝑥0 (𝑡) ∈ 𝑋 for all 𝑡 ∈ N.

Remark 5. The relevance of Assumption 1 has been demonstrated in [58]. Intuitively, this as-
sumption is natural in many physical applications where state variables are naturally constrained
to a compact set and do not leave this set in their operating envelope. For stochastic dynamical
systems, this assumption can be supported by analyzing the stopped process (see [58]). Given a
solution process x𝑥0 of dt-SS 𝔖, we define a stopped process x̄𝑥0 as

x̄𝑥0 (𝑡) =
{

x𝑥0 (𝑡), for 𝑡 < 𝜏,
x𝑥0 (𝜏 − 1), for 𝑡 ≥ 𝜏,

where 𝜏 ∈ N is the first exit time of x𝑥0 from 𝑋 .

We now state the following definition of barrier certificates for reachability verification of
discrete-time dynamical systems, adapted from the continuous-time version presented in [99,
Theorem 3.5].

Definition 9. Consider a dt-DS 𝔖 = (𝑋, 𝑓 ), the set of initial states 𝑋0 ⊆ 𝑋 , and the set of target
states 𝑋𝑅 ⊆ 𝑋 . Let 𝔖 satisfy Assumption 1. We say that a function B : 𝑋 → R is a barrier
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certificate for 𝔖 with respect to 𝑋0 and 𝑋𝑅 if B is bounded from below on 𝑋 and the following
conditions hold:

B(𝑥) ≤ 0, for all 𝑥 ∈ 𝑋0, (2.24)
B(𝑥) > 0, for all 𝑥 ∈ 𝜕𝑋 \ 𝜕𝑋𝑅, (2.25)

B( 𝑓 (𝑥)) − B(𝑥) ≤ −𝛿, for all 𝑥 ∈ 𝑋 \ 𝑋𝑅, (2.26)

where 𝛿 > 0 is a small positive number used to ensure a strict decrease of B.

Existence of a BC as in Definition 9 guarantees that the dt-DS 𝔖 = (𝑋, 𝑓 ) satisfies the
reachability specification, i.e., for a state run x𝑥0 starting from 𝑥0 ∈ 𝑋0, there exists some 𝑇 ∈ N
such that x𝑥0 (𝑇) ∈ 𝑋𝑅. To see this, consider the fact that the state runs of 𝔖 must eventually leave
𝑋 \ 𝑋𝑅 in finite time since B is bounded from below. Now, suppose that x𝑥0 leaves this set without
entering 𝑋𝑅. This can only happen if the x𝑥0 enters the boundary set 𝜕𝑋 \ 𝜕𝑋𝑅. However, due to
conditions (2.24) and (2.26), we have that B(x𝑥0 (𝑡)) ≤ 0,∀𝑡 ∈ N. This results in a contradiction
with condition (2.25), and therefore x𝑥0 cannot reach 𝜕𝑋 \ 𝜕𝑋𝑅. Moreover, since 𝔖 is forward
invariant in 𝑋 , x𝑥0 must enter 𝑋𝑅, thus satisfying the reachability specification. We now present a
similar definition of barrier certificates for stochastic dynamical systems to provide probabilistic
guarantees over reachability specifications.

Definition 10. Consider a dt-SS 𝔖 = (𝑋, 𝜍, 𝑓 ) that satisfies Assumption 1. Then, we say that a
function B : 𝑋 → R≥0 is a barrier certificate for the dt-SS 𝔖 with respect to a set of initial states
𝑋0 ⊆ 𝑋 and a set of target states 𝑋𝑅 ⊆ 𝑋 if there exist constants 0 ≤ 𝜀 ≤ 1 and 𝛿 > 0 such that
the following conditions hold:

B(𝑥) ≤ 𝜀, for all 𝑥 ∈ 𝑋0, (2.27)
B(𝑥) ≥ 1, for all 𝑥 ∈ 𝜕𝑋 \ 𝜕𝑋𝑅, (2.28)

E[B( 𝑓 (𝑥, 𝜍)) | 𝑥] − B(𝑥) ≤ −𝛿, for all 𝑥 ∈ 𝑋 \ 𝑋𝑅 . (2.29)

This definition can then be utilized to obtain a lower bound on the probability that a dt-SS 𝔖

satisfies the reachability specification over unbounded-time horizons.

Theorem 3. Consider a dt-SS 𝔖 = (𝑋, 𝜍, 𝑓 ) satisfying Assumption 1. Let B be a barrier
certificate for 𝔖 satisfying conditions (2.27)-(2.29) with some 0 ≤ 𝜀 ≤ 1. Then the probability
that the solution process x𝑥0 starting from an initial condition 𝑥0 ∈ 𝑋0 reaches the target region
𝑋𝑅 is bounded by

P{x𝑥0 (𝑡) ∈ 𝑋𝑅 for some 𝑡 ∈ N | 𝑥0} ≥ 1 − 𝜀. (2.30)

Proof. The solution processes of 𝔖 may either reach the boundary 𝜕𝑋 \ 𝜕𝑋𝑅 without entering
𝑋𝑅, or may never reach 𝜕𝑋 \ 𝜕𝑋𝑅 after reaching 𝑋𝑅. Now, due to conditions (2.27)-(2.29) and
Theorem 1 with 𝑋𝑢 = 𝜕𝑋 \ 𝜕𝑋𝑅, one has a lower bound on the probability that the solution
process x𝑥0 starting from 𝑥0 does not reach the boundary set 𝜕𝑋 \ 𝜕𝑋𝑅 as

P{x𝑥0 (𝑡) ∉ 𝜕𝑋 \ 𝜕𝑋𝑅 for all 𝑡 ∈ N | 𝑥0} ≥ 1 − 𝜀.
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Now, under the condition that the solution processes do not enter 𝜕𝑋 \ 𝜕𝑋𝑅, we can provide an
almost sure guarantee that the solution process reaches the target set 𝑋𝑅. This is due to condi-
tion (2.29), which imposes a stronger supermartingale condition that requires a strict decrease in
the expected value of the barrier certificate. Since the barrier certificate is bounded below (due
to non-negativity), by the virtue of Doob’s martingale convergence theorem [43], we have that
the barrier certificate convergences almost surely to a state 𝑥 where B(𝑥) reaches its minimum
value. Let 𝑥 ∈ 𝑋 \ 𝑋𝑅. Then by condition (2.29), the expected value of the barrier certificate
must strictly decrease. However, this is not possible, and therefore, 𝑥 ∉ 𝑋 \ 𝑋𝑅 and the solution
process x𝑥0 must leave 𝑋 \ 𝑋𝑅. Since the probability of not leaving 𝑋 \ 𝑋𝑅 via the boundary set
𝜕𝑋 \ 𝜕𝑋𝑅 is greater than 1− 𝜖 , the solution process x𝑥0 must leave the set 𝑋 \ 𝑋𝑅 by entering 𝑋𝑅
with probability greater than 1 − 𝜀. Therefore, we obtain the probability bound of (2.30). □

Remark 6. Note that barrier certificates as in Definitions 9 and 10 provide reach-while-avoid
guarantees. They ensure that the system avoids the set 𝜕𝑋 \𝜕𝑋𝑅 while reaching the set 𝑋𝑅. Given
a set of unsafe states 𝑋𝑢 ⊆ 𝑋 , one can replace 𝜕𝑋 \ 𝜕𝑋𝑅 with 𝑋𝑢 in conditions (2.25) and (2.29)
to give guarantees of reaching the target set of states 𝑋𝑅 while avoiding 𝑋𝑢.

We next formulate another definition of barrier certificates for reachability in the case of
stochastic systems when no unsafe region to avoid is provided. This formulation can provide
stronger almost-sure guarantees and is analogous to supermartingale ranking functions used
in [24, Definition 4.3.2].

Definition 11. Consider a dt-SS 𝔖 = (𝑋, 𝜍, 𝑓 ). Suppose Assumption 1 holds for 𝔖. Then, we
say that a function B : 𝑋 → R≥0 is a barrier certificate for 𝔖 with respect to a set of initial states
𝑋 \ 𝑋𝑅 and a set of target states 𝑋𝑅 ⊆ 𝑋 if there exist constants 𝜀, 𝛿 > 0, such that the following
conditions hold:

B(𝑥) ≥ 𝜀, for all 𝑥 ∈ 𝑋 \ 𝑋𝑅, (2.31)
B(𝑥) < 𝜀, for all 𝑥 ∈ 𝑋𝑅, (2.32)
E[B( 𝑓 (𝑥, 𝜍)) | 𝑥] − B(𝑥) ≤ −𝛿, for all 𝑥 ∈ 𝑋 \ 𝑋𝑅 . (2.33)

Definition 11 can then be utilized to show that the dt-SS 𝔖 satisfies reachability specification
with probability 1.

Theorem 4. Consider a dt-SS 𝔖 = (𝑋, 𝜍, 𝑓 ) satisfying Assumption 1. Let B be a barrier
certificate for 𝔖 satisfying conditions (2.31)-(2.33) with some 𝜀 > 0. Then a solution process x𝑥0

starting from an initial condition 𝑥0 ∈ 𝑋 \ 𝑋𝑅 reaches the target region 𝑋𝑅 with probability 1,
i.e.,

P{x𝑥0 (𝑡) ∈ 𝑋𝑅 for some 𝑡 ∈ N | 𝑥0} = 1. (2.34)

Proof. Since the barrier certificate B is a non-negative supermartingale that is strictly decreasing
due to condition (2.33), from Doob’s martingale convergence theorem [43] it follows that the
barrier certificate almost surely converges to some state 𝑥 such that B(𝑥) reaches its minimum
value. Moreover, due to Assumption 1 and conditions (2.31) and (2.32), we have 𝑥 ∈ 𝑋𝑅.
Therefore, we have that a solution process x𝑥0 starting from 𝑥0 ∈ 𝑋0 eventually reaches 𝑋𝑅 almost
surely, which implies that x𝑥0 (𝑡) ∈ 𝑋𝑅 for some 𝑡 ∈ Nwith probability 1, as obtained in (2.34). □
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The set of initial states for a system admitting barrier certificates as in Definition 11 can
be anywhere within the set 𝑋 . If a solution process starts in 𝑋𝑅, the system trivially satisfies
the reachability specification. For a solution process that starts in 𝑋 \ 𝑋𝑅, the existence of a
barrier certificate guarantees convergence and reachability into 𝑋𝑅. However, in the case of
barrier certificates as defined in Definition 10, one requires condition 𝑋0 ∩ (𝜕𝑋 \ 𝜕𝑋𝑅) ≠ ∅. The
reasoning for this is similar to that of Remark 4. It is also important to note that conditions (2.29)
and (2.33) in Definitions 10 and 11, respectively, impose a stronger supermartingale condition
than the one for safety. These conditions require a strict decrease in barrier certificate values,
which ensures the convergence of the barrier certificate so that it eventually reaches the target set.

Remark 7. Note that we abuse the notation to utilize a unified representation B for (control)
barrier certificates for both safety and reachability specifications, as well as for both non-
stochastic and stochastic (control) systems. In the remainder of the thesis, the meaning of the
notation will be made clear with context.

Comparison with inductive invariants. Safety verification of software and hardware systems
is traditionally performed by utilizing inductive invariants [125, 33]. Inductive invariants are
properties that hold universally along the reachable set of the state space, starting from the initial
state. As the name suggests, such properties can be proven via mathematical induction. Barrier
certificates are a continuous-state analogue to inductive invariants. In the case of non-stochastic
systems, the property that B(𝑥) ≤ 0 is an inductive invariant, since it holds true in the initial set
of the system, and continues to remain true at every state that can be reached by the system. For
stochastic dynamical systems, barrier certificates take the form of expectation invariants [25],
i.e., they employ supermartingale conditions to ensure that they are non-increasing in expectation
at each time step, which can provide lower bounds for the probabilities of satisfying safety and
reachability properties over potentially unbounded time horizons.
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Chapter 3

Compositional Construction of Control
Barrier Certificates

3.1 Introduction

Many safety-critical systems in the real world do not evolve in a deterministic manner due to
disturbances. As a result, they are modeled as stochastic control systems. Formal verification
and synthesis of such systems against logic specifications has therefore received a lot of attention
in recent years [122, 71, 73, 97]. While existing methods perform well over lower-dimensional
systems, the problem is especially more challenging in large-scale stochastic control systems that
model many application scenarios such as power networks, air traffic control, etc. For example,
consider the control barrier certificate-based approach for synthesis against safety specifications,
as presented in Chapter 2. Typically, the search for control barrier certificates is performed by
restricting them to a certain parametric form (e.g., polynomial functions of a fixed degree) and then
searching for their corresponding coefficients under certain assumptions (e.g., coefficients of the
polynomial functions). Although lower-dimensional systems usually admit simple control barrier
certificates and the corresponding search is relatively easy by utilizing existing numerical tools
(e.g., sum-of-squares optimization), this is extremely difficult, if not impossible, for large-scale
systems. To tackle such computational complexity involved in the context of large-scale stochastic
control systems, in this chapter, we propose a compositional framework for the construction of
control barrier certificates. To do so, we consider the large-scale stochastic control system as
an interconnected one composed of several smaller subsystems, and search for so-called control
sub-barrier certificates for subsystems, along with corresponding local controllers. These control
sub-barrier certificates may be compiled together under certain compositionality conditions to
obtain control barrier certificates for the interconnected system. By doing so, we are able to
establish lower bounds on the probability with which the large-scale stochastic control system
remains in safe regions over (in)finite time horizons.
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3.1.1 Related Literature

Large-scale Stochastic Control Systems

Existing results on the verification and controller synthesis of large-scale stochastic systems
have primarily focused on abstraction-based techniques. Existing approaches include obtaining
probabilistic guarantees against safety and reachability specifications in the context of discrete-
time stochastic hybrid systems [1], an abstraction-based framework for verification and synthesis
of discrete-time stochastic systems [71, 73]. These methods unfortunately suffer from the state-
explosion problem, which makes them unsuitable for large systems. These issues have been partly
alleviated by utilizing adaptive gridding-based approaches [115] or by leveraging incremental
stability properties to obtain input-set abstractions for stochastic control systems [136]. More
recently, compositional frameworks have been proposed for obtaining finite abstractions of large-
scale discrete-time stochastic control systems in [72, 120]. Instead of obtaining finite abstractions
for large-scale systems monolithically, such approaches decompose large-scale systems into
smaller subsystems and obtain finite abstractions for the subsystems instead.

Control Barrier certificates for Stochastic Systems

Control barrier certificate-based approaches are naturally discretization-free, which makes them
more scalable compared to abstraction-based techniques. Existing results in this direction include
safety verification of continuous-time stochastic hybrid systems [97, 61, 129]. A verification
approach for Markov decision processes using barrier certificates is proposed by [2]. Verification
via barrier certificates for switched stochastic systems was proposed in [3]. Control barrier
functions for stochastic affine control systems under incomplete information was presented in [28,
29]. Verification and control for finite-time safety of stochastic systems using barrier functions
are discussed by [110, 109]. Recently, verification and synthesis of discrete-time stochastic
control systems against logic properties in finite-time horizons via control barrier certificates are
presented by [62], and [63], respectively. Despite being discretization-free, these methods are
intractable for large-scale control systems.

Compositional Control Barrier Certificates

We would like to mention that some recent works in the literature investigate the compositional
construction of control barrier certificates for different classes of systems than we consider
in this thesis. For instance, compositional construction of control barrier functions via max-
small gain compositionality conditions was presented in [64] for non-stochastic interconnected
systems. Compositional construction of control barrier certificates for large-scale stochastic
control systems are also presented in [87, 88, 89], but these results are reserved for continuous-
time systems. Moreover, [88, 89] rely on a different compositional scheme than the one presented
here, namely sum-type small gain conditions. Unfortunately, those conditions are formulated in
terms of "almost" linear gains and require subsystems to have a (nearly) linear behaviour, making
it much more conservative than our proposed approach here.
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3.1.2 Contributions

In Chapter 2, we introduced safety specifications and a control barrier certificate-based approach
for the synthesis of controllers ensuring safety specifications for stochastic control systems. In this
chapter, we focus on the control of large-scale stochastic control systems for safety specifications.
To deal with large-scale stochastic control systems, we introduce some compositional frameworks
for the construction of control barrier certificates and corresponding controllers. In particular,
we provide two different compositional methodologies (i.e., max-type small-gain, and dissipa-
tivity approaches) for the construction of control barrier certificates for interconnected systems
composed of several smaller subsystems. The proposed techniques reduce the construction of
control barrier certificates for the interconnected system to that of control sub-barrier certificates
for the subsystems. Correspondingly, local controllers are computed for the subsystems. Then,
by leveraging some sufficient max-type small-gain and dissipativity-type compositionality con-
ditions, we obtain the control barrier certificates for the interconnected system by utilizing the
control sub-barrier certificates for the subsystems. Moreover, the local controllers are applied to
the interconnected system in a decentralized fashion to the interconnected system. Finally, the
proposed approach enables the satisfaction of safety specifications with some (tight) probability
lower bounds.

This chapter is organized into three sections. Section 3.2 introduces the decomposition of
a large-scale stochastic control system into control subsystems. In Section 3.3, we present the
compositional framework for the construction of control barrier certificates for interconnected
discrete-time stochastic control systems by utilizing max-type small-gain type compositionality
conditions. Moreover, by utilizing the obtained control barrier certificates and corresponding
controllers, we establish probability lower bounds on the satisfaction of safety specifications
over finite time horizons. We also provide two different approaches for the computation of
suitable control sub-barrier certificates for the subsystems, one based on sum-of-squares (SOS)
optimization, and the other based on counterexample-guided inductive synthesis (CEGIS). Finally,
we demonstrate our results with the help of two case studies: a room temperature regulation
problem in a building consisting of 1000 rooms, and a fully-connected Kuramoto oscillator
network with 300 oscillators.

On the other hand, Section 3.4 proposes a different compositional framework for the con-
struction of control barrier certificates for large-scale stochastic control systems by utilizing
dissipativity-type compositionality conditions. This framework utilizes the interconnection topol-
ogy together with the dissipativity properties of the subsystems. Depending on the structure of
the interconnections (e.g., skew-symmetric), one is able to satisfy the compositionality condition
without any restrictions on the number of subsystems or corresponding gains. The main goal
here is to synthesize controllers and correspondingly compute probability lower bounds for the
satisfaction of safety specifications over infinite time horizons.

Conventionally, in order to satisfy the compositionality condition, the required parameters
for finding suitable control sub-barrier certificates are pre-selected and the compositionality
condition is checked a posteriori. While this method can provide tractable results in certain
scenarios for systems with specific interconnection structures, it is not particularly useful in
large-scale networks where structural properties of the subsystems (e.g., dissipativity properties)
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are not apparent. Besides, since control sub-barrier certificates are not optimized with respect
to the compositionality condition, obtained results can be conservative. In order to provide
scalable, less conservative results, we employ a distributed optimization method based on an
alternating direction method of multipliers (ADMM) algorithm which allows us to break down
a large optimization problem into several smaller sub-problems which can be easier to handle.
The solution to the optimization problem provides us with suitable control sub-barrier certificates
along with local controllers, allowing the computation of control barrier certificates for the
interconnected system. For systems with polynomial dynamics, we show that the ADMM
algorithm can be utilized in conjunction with sum-of-squares (SOS) optimization in order to
obtain control sub-barrier certificates and corresponding local controllers. Finally, we present
the theoretical comparisons between the dissipativity-based compositionality framework and the
small-gain one. We also demonstrate the effectiveness of our proposed results by applying them
to a room temperature network in a circular building containing 300 rooms.

We must mention that the results presented in this chapter appear in our publications [4, 5, 6].
The former two results have been published at the 21st IFAC World Congress and in the journal
Transactions of Automatic Control, respectively. The latter has been accepted in the journal
Nonlinear Analysis: Hybrid Systems. These are joint works with Abolfazl Lavaei and Majid
Zamani. The author of the thesis has established the results and written the drafts. Abolfazl
Lavaei contributed to initial discussions, some results and experiments, revision of the drafts as
well as mentoring. Majid Zamani supervised the work.

3.2 Stochastic Control Subsystems
In this chapter, we focus on the safe control large-scale stochastic control systems (dt-SCS)
𝔖 = (𝑋,𝑈, 𝜍, 𝑓 ), as defined in Definition 2 that can be considered as an interconnected system
consisting of several smaller stochastic control subsystems, defined as follows.

Definition 12. A discrete-time stochastic control subsystem (or simply, subsystem) is a tuple

𝔖 = (𝑋,𝑈,𝑊, 𝜍, 𝑓 ,𝑌 , ℎ), (3.1)

where,

• 𝑋 ⊆ R𝑛 is a Borel space as the state set of the system. The tuple (𝑋,B(𝑋)) is the
measurable state space where B(𝑋) denotes the Borel sigma-algebra on the state space;

• 𝑈 ⊆ R𝑚 and 𝑊 ⊆ R𝑝 are Borel spaces as external and internal input sets of the system.
The tuples (𝑈,B(𝑈)) and (𝑊,B(𝑊)) are the measurable external and internal input sets,
respectively, with B(𝑈) and B(𝑊) denoting their respective Borel sigma-algebras;

• 𝜍 := {𝜍 (𝑡) : Ω → V𝜍 , 𝑡 ∈ N} is a sequence of independent and identically distributed
(i.i.d.) random variables from a sample space Ω to the measurable space (V𝜍 , F𝜍);

• 𝑓 : 𝑋 ×𝑈 ×𝑊 × V𝜍 → 𝑋 is a measurable function that characterizes the state evolution
of 𝔖;
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• 𝑌 ⊆ R𝑟 is a Borel space as the internal output set of the system;

• ℎ : 𝑋 → 𝑌 is a measurable function that maps a state 𝑥 ∈ 𝑋 to its output 𝑦 = ℎ(𝑥).

We associate sets U and W to respectively sets 𝑈 and 𝑊 as collections of external and
internal input sequences {𝜈(𝑡) : Ω → 𝑈, 𝑡 ∈ N} and {𝑤(𝑡) : Ω → 𝑊, 𝑡 ∈ N}. Both 𝜈(𝑡) and
𝑤(𝑡) are independent of the random variable 𝜍 (𝑠) for all 𝑠, 𝑡 ∈ N and 𝑠 ≥ 𝑡. It should be noted
that 𝜈(𝑡) is the external input of subsystem 𝔖 that should be designed to enforce the property of
interest, whereas𝑤(𝑡) is the internal input that is used to provide interconnections between several
subsystems in a large-scale interconnected system, as will be explained later. The state evolution
of subsystem 𝔖 for a given initial state 𝑥(0) ∈ 𝑋 , and input sequences {𝜈(𝑡) : Ω → 𝑈, 𝑡 ∈ N}
and {𝑤(𝑡) : Ω→ 𝑊, 𝑡 ∈ N} is characterized by:

𝔖 :
{

x(𝑡 + 1) = 𝑓 (x(𝑡), 𝜈(𝑡), 𝑤(𝑡), 𝜍 (𝑡)),
𝑦(𝑡) = ℎ(x(𝑡)), (3.2)

for any 𝑡 ∈ N. For a given initial state 𝑥0 ∈ 𝑋 , 𝜈(·) ∈ U and 𝑤(·) ∈ W, a random sequence
x𝑥0,𝜈,𝑤 : Ω × N→ 𝑋 denotes the solution process of 𝔖 under the influence of the external input
𝜈, the internal input 𝑤, and started from the initial state 𝑥0. Finally, we consider that the control
of subsystem 𝔖 is enforced by a controller similar to that defined in Section 2.2 of Chapter 2.

The main focus of this chapter is on the control of large-scale systems without any internal
inputs or outputs as in Definition 2 which can be regarded as a composition of smaller subsystems
as in Definition 12. Note that although there is an output in the definition of subsystem in (3.2),
full state information is assumed to be available for the large-scale system (i.e., its output map
is identity) for the sake of controller synthesis. Hence, we consider the large-scale dt-SCS
𝔖 without any output set or output map, as in Definition 2. More precisely, the role of the
output in (3.2) is mainly for the sake of interconnecting subsystems, which will be discussed
in more detail later in this chapter. However, for the sake of clarity, we present Figure 3.1 to
illustrate a dt-SCS of Definition 2, which does not consist of any internal inputs or outputs, that
is constructed by interconnecting smaller subsystems of Definition 12 consisting of both internal
inputs and outputs. In particular, the two subsystems 𝔖1 and 𝔖2 are connected together through
the internal inputs 𝑤1, 𝑤2 and outputs 𝑦1, 𝑦2, respectively. Notice that the external inputs 𝑢1
and 𝑢2 of subsystems 𝔖1,𝔖2 also serve as the external input to the interconnected dt-SCS 𝔖 as
𝑢 = [𝑢1; 𝑢2]. Therefore, by designing appropriate controllers for the subsystems in a decentralized
fashion, one subsequently obtains the overall controller for the interconnected dt-SCS 𝔖.

In the following, we seek to provide a solution to Problem 4 for large-scale dt-SCS 𝔖 as in
Definition 2 by utilizing barrier certificate-based approaches. In particular, we want to synthesize
control barrier certificates along with suitable controllers in order to ensure the satisfaction of
safety specifications with some probabilities. However, doing so in a monolithic fashion such
as that presented in Chapter 2 may become computationally intractable. In order to overcome
this challenge, we present two different compositional frameworks based on small-gain and
dissipativity theories for the construction of control barrier certificates by considering the large-
scale dt-SCS 𝔖 as an interconnection of several smaller subsystems as in Definition 12 and
computing the so-called control sub-barrier certificates and local controllers for the subsystems.
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Figure 3.1: Illustration of an interconnected dt-SCS 𝔖 composed of dt-SCS 𝔖1,𝔖2.

Then, by leveraging compositionality conditions (i.e. small-gain or dissipativity conditions), the
control barrier certificate and corresponding controller for the interconnected dt-SCS 𝔖 can be
constructed from the control sub-barrier certificates and local controllers of the subsystems.

3.3 Small-Gain Approach
In this section, we provide our first compositional framework for the construction of control barrier
certificates for large-scale dt-SCS 𝔖 as in Definition 2, via small-gain type compositionality
conditions. To do this, we first present the definition of control sub-barrier certificates for
subsystems as in Definition 12, which are useful for constructing CBCs for the interconnected
dt-SCS 𝔖. Then, we derive sufficient max-type small gain compositionality conditions that we
utilize to construct CBCs of the interconnected system. The obtained CBC is then utilized to
establish lower bounds on the probability that the interconnected system 𝔖 avoids unsafe regions
over finite time horizons, thereby allowing verification and synthesis of safety properties. Finally,
we demonstrate the efficacy of our results for safety problems with the help of two case studies:
a room temperature network in a circular building consisting of 1000 rooms, as well as a network
of Kuramoto oscillators with 100 oscillators.

3.3.1 Control (Sub-)Barrier Certificates

In this subsection, we first define the notion of control (sub)-barrier certificates for both subsystems
as well as interconnected discrete-time stochastic control systems, which will be later utilized
to obtain probabilistic guarantees on the satisfaction of safety specifications over interconnected
systems.

Definition 13. Consider a subsystem𝔖 = (𝑋,𝑈,𝑊, 𝜍, 𝑓 ,𝑌 , ℎ), and sets 𝑋0, 𝑋𝑢 ⊆ 𝑋 , respectively.
A function B : 𝑋 → R≥0 is said to be a control sub-barrier certificate (CSBC) for 𝔖 if there exist
functions 𝛼, 𝜅 ∈ K∞, with 𝜅 < I𝑑 , 𝜌 ∈ K∞ ∪ {0}, and constants 𝜂, 𝑐 ∈ R≥0 and 𝛽 ∈ R>0, such
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that

B(𝑥) ≥ 𝛼(∥ℎ(𝑥)∥2), for all 𝑥 ∈ 𝑋, (3.3)
B(𝑥) ≤ 𝜂, for all 𝑥 ∈ 𝑋0, (3.4)
B(𝑥) ≥ 𝛽, for all 𝑥 ∈ 𝑋𝑢, (3.5)

and ∀𝑥 ∈ 𝑋 , ∃𝑢 ∈ 𝑈, such that ∀𝑤 ∈ 𝑊 ,

E
[
B( 𝑓 (𝑥, 𝑢, 𝑤, 𝜍))

�� 𝑥, 𝑢, 𝑤]
≤ max

{
𝜅(B(𝑥)), 𝜌(∥𝑤∥2), 𝑐

}
. (3.6)

We now present a similar definition for control barrier certificates for interconnected systems.

Definition 14. Consider an interconnected dt-SCS 𝔖 = (𝑋,𝑈, 𝜍, 𝑓 ). A function B : 𝑋 → R≥0 is
called a control barrier certificate (CBC) for 𝔖 with respect to initial and unsafe sets 𝑋0, 𝑋𝑢 ⊆ 𝑋 ,
respectively, if

B(𝑥) ≤ 𝜂, for all 𝑥 ∈ 𝑋0, (3.7)
B(𝑥) ≥ 𝛽, for all 𝑥 ∈ 𝑋𝑢, (3.8)

and ∀𝑥 ∈ 𝑋 , ∃𝑢 ∈ 𝑈, such that

E
[
B( 𝑓 (𝑥, 𝑢, 𝜍))

�� 𝑥, 𝑢] ≤ max
{
𝜅(B(𝑥)), 𝑐

}
, (3.9)

for a function 𝜅 ∈ K∞, with 𝜅 < I𝑑 , and constants 𝜂, 𝑐 ∈ R≥0 and 𝛽 ∈ R>0, with 𝛽 > 𝜂.

Now, by employing Definition 14, we now provide the following theorem that enables us to
quantify a lower bound on the probability that the interconnected dt-SCS 𝔖 satisfies the safety
specification in a finite time horizon.

Theorem 5. Let 𝔖 = (𝑋,𝑈, 𝜍, 𝑓 ) be an interconnected dt-SCS. Suppose B is a CBC for 𝔖

and there exists a constant 0 < 𝜅 < 1 such that function 𝜅 ∈ K∞ in (3.9) satisfies 𝜅(𝑠) ≤ 𝜅𝑠,
∀𝑠 ∈ R≥0. Then the probability that the solution process of 𝔖 starts from any initial state 𝑥0 ∈ 𝑋0
and remains safe from the region 𝑋𝑢, under a controller 𝜛 obtained via condition (3.9), within
finite time steps 𝑡 ∈ [0, 𝑇𝑑) is lower bounded as

P
{
x𝑥0,𝜛 (𝑡) ∉ 𝑋𝑢 for all 𝑡 ∈ [0, 𝑇𝑑)

}
≥ 1 − 𝜀, (3.10)

where,

𝜀 =

{
1 − (1 − 𝜂

𝛽
) (1 − 𝑐

𝛽
)𝑇𝑑 , if 𝛽 ≥ 𝑐

1−𝜅 ,
𝜂

𝛽
𝜅𝑇𝑑 + 𝑐

(1−𝜅)𝛽 (1 − 𝜅
𝑇𝑑 ), if 𝛽 < 𝑐

1−𝜅 .

Proof. According to the condition (3.8), 𝑋𝑢 ⊆ {𝑥 ∈ 𝑋
�� B(𝑥) ≥ 𝛽}. Then we have

P
{
x𝑥0,𝜛 ∈ 𝑋𝑢 for all 𝑡 ∈ [0, 𝑇𝑑)

�� 𝑎} ≤ P{ sup
0≤𝑘<𝑇𝑑

B(x𝑥0,𝜛 (𝑡)) ≥ 𝛽
�� 𝑥0

}
. (3.11)
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By applying [70, Theorem 3, Chapter III] to (3.11), and employing respectively conditions (3.9)
and (3.7), one obtains the following probability upper bound:

P
{

sup
0≤𝑘<𝑇𝑑

B(x𝑥0,𝜛 (𝑡)) ≥ 𝛽
�� 𝑥0

}
≤ 𝜀.

The proposed bounds in (3.10) is then obtained by means of complementation. □

Remark 8. The condition 𝛽 > 𝜂 is required in Definition 14 for interconnected dt-SCS for the
sake of providing meaningful probabilistic guarantees over the satisfaction of safety specifications
given by Theorem 5. However, the same condition is not necessarily required in Definition 13
for the subsystems. This is due to the fact that CSBCs in Definition 13 are useless on their own
to ensure the safety of the interconnected system and instead are only used to compositionally
construct CBCs as in Definition 14.

Remark 9. Note that CBC B satisfying the condition (3.9) with 𝑐 = 0 is a non-negative super-
martingale similar to condition (2.23). Although the supermartingale property on B allows one
to provide probabilistic guarantees for infinite time horizons (see Theorem 2), it is restrictive in
the sense that a supermartingale CBC B may not exist in general [117]. We, therefore, employ
a more general 𝑐-martingale-type condition in this setting, at the cost of providing probabilistic
guarantees for finite time horizons.

In the next section, we describe interconnected stochastic control systems as a composition
of several stochastic subsystems and provide compositional conditions under which a CBC of an
interconnected system can be constructed from CSBCs of subsystems.

3.3.2 Compositional Construction of CBC
Suppose we are given 𝑁 control subsystems

𝔖𝑖 = (𝑋𝑖,𝑈𝑖,𝑊𝑖, 𝜍𝑖, 𝑓(𝑖) , 𝑌𝑖, ℎ(𝑖)), 𝑖 ∈ {1, . . . , 𝑁}, (3.12)

where 𝑋𝑖 ∈ R𝑛𝑖 , 𝑈𝑖 ∈ R𝑚𝑖 , 𝑊𝑖 ∈ R𝑝𝑖 , and 𝑌𝑖 ∈ R𝑟𝑖 , whose internal inputs and outputs are
partitioned as

𝑤𝑖 = [𝑤𝑖1; . . . ;𝑤𝑖(𝑖−1);𝑤𝑖(𝑖+1); . . . ;𝑤𝑖𝑁 ],
𝑦𝑖 = [𝑦𝑖1; . . . ; 𝑦𝑖𝑁 ], (3.13)

and their output spaces and functions are of the form

𝑌𝑖 =

𝑁∏
𝑗=1
𝑌𝑖 𝑗 , ℎ(𝑖) (𝑥𝑖) = [ℎ(𝑖1) (𝑥𝑖); . . . ; ℎ(𝑖𝑁) (𝑥𝑖)] . (3.14)

We call outputs 𝑦𝑖𝑖 = 𝑥𝑖 as external ones, whereas outputs 𝑦𝑖 𝑗 with 𝑖 ≠ 𝑗 are internal ones
which are used to interconnect stochastic control subsystems. If there exists a connection from
𝔖 𝑗 to 𝔖𝑖, then 𝑤𝑖 𝑗 = 𝑦 𝑗𝑖. Otherwise, the connecting output is considered identically zero, i.e.,
ℎ( 𝑗𝑖) ≡ 0.
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Remark 10. The term “internal" is utilized to refer to those inputs and outputs of subsystems
that affect the behavior of other subsystems, i.e., an internal input of a subsystem is affected by
an internal output of another one. The term “external" is employed to describe those inputs
and outputs that are not used for constructing the interconnection. We assume that one has
full-state information in order to synthesize controllers, i.e., ℎ(𝑖𝑖) (𝑥𝑖) = 𝑥𝑖. In the absence of
full-state information, the controller synthesis becomes more challenging since one requires the
existence of an estimator with some given accuracy. See [65] for a detailed discussion. Under
this assumption, we are able to formulate CSBCs and controllers directly over the actual states
of the system.

We now provide the formal definition of our interconnection framework.

Definition 15. Consider 𝑁 ∈ N≥1 stochastic control subsystems𝔖𝑖 = (𝑋𝑖,𝑈𝑖,𝑊𝑖, 𝜍𝑖, 𝑓(𝑖) , 𝑌𝑖, ℎ(𝑖)),
𝑖 ∈ {1, . . . , 𝑁}, with the input-output partition as in (3.13) and (3.14). The interconnected
discrete-time stochastic control system 𝔖 = (𝑋,𝑈, 𝜍, 𝑓 ) is composed of 𝔖𝑖, ∀𝑖 ∈ {1, . . . , 𝑁},
denoted by I(𝔖1, . . . ,𝔖𝑁 ) such that 𝑋 :=

∏𝑁
𝑖=1 𝑋𝑖, 𝑈 :=

∏𝑁
𝑖=1𝑈𝑖, 𝜍 := [𝜍1; . . . ; 𝜍𝑁 ], and

𝑓 :=
∏𝑁
𝑖=1 𝑓(𝑖) , subjected to:

∀𝑖, 𝑗 ∈ {1, . . . , 𝑁}, 𝑖 ≠ 𝑗 : 𝑤 𝑗𝑖 = 𝑦𝑖 𝑗 , 𝑌𝑖 𝑗 ⊆ 𝑊 𝑗𝑖 .

Utilizing the above definition for the interconnected dt-SCS 𝔖 and the subsystems, we now
provide a compositional framework for the construction of CBC for the interconnected dt-CS 𝔖

by using CSBCs for the subsystems 𝔖𝑖. For each subsystem 𝔖𝑖, 𝑖 ∈ {1, . . . , 𝑁}, suppose there
exists CSBC B𝑖 as defined in Definition 13 with respect to sets 𝑋0𝑖 and 𝑋𝑢𝑖 such that 𝑋0 =

∏𝑁
𝑖 𝑋0𝑖

and 𝑋𝑢 =
∏𝑁
𝑖=1 𝑋𝑢𝑖 , respectively, with functions 𝛼𝑖, 𝜅𝑖 ∈ K∞, with 𝜅𝑖 < I𝑑 , 𝜌𝑖 ∈ K∞ ∪ {0}, and

constants 𝜂𝑖, 𝑐𝑖 ∈ R≥0 and 𝛽𝑖 ∈ R>0. Now we present the following small-gain assumption that is
essential for the compositional construction of CBC for 𝔖.

Assumption 2. Assume that K∞ functions 𝜅𝑖 𝑗 defined as

𝜅𝑖 𝑗 (𝑠) :=

{
𝜅𝑖 (𝑠), if 𝑖 = 𝑗 ,

𝜌𝑖 (𝛼−1
𝑗
(𝑠)), if 𝑖 ≠ 𝑗 ,

satisfy
𝜅𝑖1𝑖2 ◦ 𝜅𝑖2𝑖3 ◦ · · · ◦ 𝜅𝑖𝑟−1𝑖𝑟 ◦ 𝜅𝑖𝑟 𝑖1 < I𝑑 , (3.15)

for all sequences (𝑖1, . . . , 𝑖𝑟) ∈ {1, . . . , 𝑁}𝑟 and 𝑟 ∈ {1, . . . , 𝑁}.

The small-gain condition (2) implies the existence of K∞ functions 𝜚𝑖 > 0 [104, Theorem
5.5], satisfying

max
𝑖, 𝑗

{
𝜚−1
𝑖 ◦ 𝜅𝑖 𝑗 ◦ 𝜚 𝑗

}
< I𝑑 , 𝑖, 𝑗 = {1, . . . , 𝑁}. (3.16)

Remark 11. Note that (3.15) is a standard small-gain assumption employed for investigating the
stability of large-scale interconnected systems via ISS Lyapunov functions [35, 36]. This condition
is automatically satisfied if each 𝜅𝑖 𝑗 is less than identity (i.e., 𝜅𝑖 𝑗 < I𝑑 ,∀𝑖, 𝑗 ∈ {1, . . . , 𝑁}).
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In the following theorem, we show that one can construct a CBC of 𝔖 using CSBC of 𝔖𝑖 if
Assumption 2 holds and max𝑖 𝜚−1

𝑖
is concave (in order to employ Jensen’s inequality [26]).

Theorem 6. Consider the interconnected dt-SCS 𝔖 = I(𝔖1, . . . ,𝔖𝑁 ) induced by 𝑁 ∈ N≥1
stochastic control subsystems 𝔖𝑖. Suppose that each 𝔖𝑖 admits a CSBC B𝑖 as defined in Defini-
tion 13 with respect to sets 𝑋0𝑖 , 𝑋𝑢𝑖 ⊆ 𝑋𝑖. If Assumption 2 holds and

max
𝑖

{
𝜚−1
𝑖 (𝛽𝑖)

}
> max

𝑖

{
𝜚−1
𝑖 (𝜂𝑖)

}
, (3.17)

then function B(𝑥) defined as

B(𝑥) := max
𝑖

{
𝜚−1
𝑖 (B𝑖 (𝑥𝑖))

}
, (3.18)

is a CBC for the interconnected system 𝔖 = I(𝔖1, . . . ,𝔖𝑁 ) with respect to initial and unsafe
sets 𝑋0 =

∏𝑁
𝑖=1 𝑋0𝑖 and 𝑋𝑢 =

∏𝑁
𝑖=1, respectively, provided that max𝑖 𝜚−1

𝑖
for 𝜚𝑖 as in (3.16) is

concave.

Proof. We first show that conditions (3.7) and (3.8) in Definition 14 hold. For any 𝑥 =

[𝑥1; . . . ; 𝑥𝑁 ] ∈ 𝑋0 =
∏𝑁
𝑖=1 𝑋0𝑖 from (3.4), we have

B(𝑥) = max
𝑖

{
𝜚−1
𝑖 (B𝑖 (𝑥𝑖))

}
≤ max

𝑖

{
𝜚−1
𝑖 (𝜂𝑖)

}
= 𝜂,

and similarly for any 𝑥 = [𝑥1; . . . ; 𝑥𝑁 ] ∈ 𝑋𝑢 =
∏𝑁
𝑖=1 𝑋𝑢𝑖 and from (3.5), one has

B(𝑥) = max
𝑖

{
𝜚−1
𝑖 (B𝑖 (𝑥𝑖))

}
≥ max

𝑖

{
𝜚−1
𝑖 (𝛽𝑖)

}
= 𝛽,

satisfying conditions (3.7) and (3.8) with 𝜂 = max𝑖
{
𝜚−1
𝑖
(𝜂𝑖)

}
and 𝛽 = max𝑖

{
𝜚−1
𝑖
(𝛽𝑖)

}
.

Now we show that the condition (3.9) holds as well. Let 𝜅(𝑠) = max𝑖, 𝑗 {𝜚−1
𝑖
◦ 𝜅𝑖 𝑗 ◦ 𝜚 𝑗 (𝑠)}.

It follows from (3.15) that 𝜅 < I𝑑 . Moreover, 𝛽 > 𝜂 according to (3.17). Since max𝑖 𝜚−1
𝑖

is
concave, one can readily acquire the chain of inequalities in (3.20) using Jensen’s inequality, and
by defining the constant 𝑐 as

𝑐 := max
𝑖
𝜚−1
𝑖 (𝑐𝑖).

Hence B(𝑥) is a CBC for the interconnected system 𝔖 which completes the proof. □

So far, we have discussed the construction of CBC for the interconnected dt-SCS 𝔖 by
utilizing CSBCs for subsystems. In the next section, we provide two systematic approaches to
search for CSBCs and their corresponding local controllers.

3.3.3 Computation of CSBC and Corresponding Controllers
In this subsection, we provide suitable methods to search for CSBC and synthesize corresponding
local controllers satisfying simple safety specifications for subsystems 𝔖𝑖. We propose two
different approaches: one is based on the sum-of-squares (SOS) optimization problem and
another one relies on counter-example guided inductive synthesis (CEGIS) framework.
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E
[
B( 𝑓 (𝑥, 𝑢, 𝜍))

�� 𝑥, 𝑢] = E[ max
𝑖

{
𝜚−1
𝑖 (B𝑖 ( 𝑓(𝑖) (𝑥𝑖, 𝑢𝑖, 𝑤𝑖, 𝜍𝑖)))

} �� 𝑥, 𝑢, 𝑤]
≤ max

𝑖

{
𝜚−1
𝑖 (E

[
B𝑖 ( 𝑓(𝑖) (𝑥𝑖, 𝑢𝑖, 𝑤𝑖, 𝜍𝑖))

�� 𝑥, 𝑢, 𝑤]
)
}

= max
𝑖

{
𝜚−1
𝑖 (E

[
B𝑖 ( 𝑓(𝑖) (𝑥𝑖, 𝑢𝑖, 𝑤𝑖, 𝜍𝑖))

�� 𝑥𝑖, 𝑢𝑖, 𝑤𝑖])}
≤ max

𝑖

{
𝜚−1
𝑖 (max{𝜅𝑖 (B𝑖 (𝑥𝑖)), 𝜌𝑖 (∥𝑤𝑖∥2), 𝑐𝑖})

}
= max

𝑖

{
𝜚−1
𝑖 (max{𝜅𝑖 (B𝑖 (𝑥𝑖)), 𝜌𝑖 (max

𝑗 , 𝑗≠𝑖
{∥𝑤𝑖 𝑗 ∥2}), 𝑐𝑖})

}
= max

𝑖

{
𝜚−1
𝑖 (max{𝜅𝑖 (B𝑖 (𝑥𝑖)), 𝜌𝑖 (max

𝑗 , 𝑗≠𝑖
{∥𝑦 𝑗𝑖∥2}), 𝑐𝑖})

}
= max

𝑖

{
𝜚−1
𝑖 (max{𝜅𝑖 (B𝑖 (𝑥𝑖)), 𝜌𝑖 (max

𝑗 , 𝑗≠𝑖
{∥ℎ( 𝑗) (𝑥 𝑗 )∥2}), 𝑐𝑖})

}
≤ max

𝑖

{
𝜚−1
𝑖 (max{𝜅𝑖 (B𝑖 (𝑥𝑖)), 𝜌𝑖 (max

𝑗 , 𝑗≠𝑖
{𝛼−1

𝑗 (B 𝑗 (𝑥 𝑗 ))}), 𝑐𝑖})
}

= max
𝑖, 𝑗

{
𝜚−1
𝑖 (max{𝜅𝑖 𝑗 (B 𝑗 (𝑥 𝑗 )), 𝑐𝑖})

}
= max

𝑖, 𝑗

{
𝜚−1
𝑖 (max{𝜅𝑖 𝑗 ◦ 𝜚 𝑗 ◦ 𝜚−1

𝑗 (B 𝑗 (𝑥 𝑗 )), 𝑐𝑖})
}

(3.19)

≤ max
𝑖, 𝑗 ,𝑙

{
𝜚−1
𝑖 (max{𝜅𝑖 𝑗 ◦ 𝜚 𝑗 ◦ 𝜚−1

𝑙 (B𝑙 (𝑥𝑙)), 𝑐𝑖})
}

= max
𝑖, 𝑗

{
𝜚−1
𝑖 (max{𝜅𝑖 𝑗 ◦ 𝜚 𝑗 ◦ B(𝑥), 𝑐𝑖})

}
= max

{
𝜅(B(𝑥)), 𝑐

}
. (3.20)

Sum-of-Squares Optimization Problem

Here, we propose to reformulate conditions (3.3)-(3.6) as a sum-of-squares (SOS) optimization
problem [93] by restricting CSBC to be a non-negative polynomial that can be represented as
a sum of squares of different polynomials. However, to do so, we need to raise the following
assumption.

Assumption 3. The stochastic control subsystem 𝔖𝑖 has a continuous state set 𝑋𝑖 ⊆ R𝑛𝑖 , and
continuous external and internal input sets 𝑈𝑖 ⊆ R𝑚𝑖 and 𝑊𝑖 ⊆ R𝑝𝑖 . Its vector field 𝑓(𝑖) :
𝑋𝑖 ×𝑈𝑖 ×𝑊𝑖 × V𝜍𝑖 → 𝑋𝑖 is a polynomial function of the state 𝑥𝑖, the external input 𝑢𝑖, and the
internal input 𝑤𝑖. We also assume that the output map ℎ(𝑖) : 𝑋𝑖 → 𝑌𝑖 and K∞ functions 𝛼𝑖 and
𝜌𝑖 are polynomial.

Under Assumption 3, one can reformulate conditions (3.3)-(3.6) as an SOS optimization
problem to search for a polynomial CSBC B𝑖 and a polynomial controller 𝜛(·) for the subsystem
𝔖𝑖. Then, one can utilize the computed CSBCs and the compositionality results presented in the
last subsection in order to obtain the CBC for the interconnected system 𝔖.
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Lemma 1. Suppose Assumption 3 holds and sets 𝑋𝑖 , 𝑋0𝑖 , 𝑋𝑢𝑖 can be defined by vectors of
polynomial inequalities 𝑋𝑖 = {𝑥𝑖 ∈ R𝑛𝑖 | 𝑔𝑖 (𝑥𝑖) ≥ 0}, 𝑋0𝑖 = {𝑥𝑖 ∈ R𝑛𝑖 | 𝑔0𝑖 (𝑥𝑖) ≥ 0}, and
𝑋𝑢𝑖 = {𝑥𝑖 ∈ R𝑛𝑖 | 𝑔𝑢𝑖 (𝑥𝑖) ≥ 0}, where the inequalities are provided element-wise. Similarly,
let the internal input set 𝑊𝑖 be defined by vectors of a polynomial inequality 𝑊𝑖 = {𝑤𝑖 ∈
R𝑝𝑖 | 𝑔𝑤𝑖

(𝑤𝑖) ≥ 0}. Suppose for a given control subsystem 𝔖𝑖, there exists a sum-of-squares
polynomial B𝑖 (𝑥𝑖), constants 𝜂𝑖, 𝑐𝑖 ∈ R≥0, 𝛽𝑖 ∈ R>0, functions �̄�𝑖 ∈ K∞ ∪ {0}, 𝛼𝑖, 𝜅𝑖 ∈ K∞,
with 𝜅𝑖 < I𝑑 , vectors of sum-of-squares polynomials 𝜆0𝑖 (𝑥𝑖), 𝜆𝑢𝑖 (𝑥𝑖), 𝜆𝑖 (𝑥𝑖), �̂�𝑖 (𝑥𝑖), 𝜆𝑤𝑖

(𝑤𝑖)
and polynomials 𝜆𝑢 𝑗𝑖

(𝑥𝑖) corresponding to the 𝑗 th input in 𝑢𝑖 = (𝑢1𝑖, . . . , 𝑢𝑚𝑖𝑖
) ∈ 𝑈𝑖 ⊆ R𝑚𝑖 of

appropriate dimensions such that the following expressions are sum-of-squares polynomials:

B𝑖 (𝑥𝑖) − 𝜆𝑇𝑖 (𝑥𝑖)𝑔𝑖 (𝑥𝑖) − 𝛼𝑖 (ℎ𝑇(𝑖) (𝑥𝑖)ℎ(𝑖) (𝑥𝑖)), (3.21)

−B𝑖 (𝑥𝑖) − 𝜆𝑇0𝑖 (𝑥𝑖)𝑔0𝑖 (𝑥𝑖) + 𝜂𝑖, (3.22)

B𝑖 (𝑥𝑖) − 𝜆𝑇𝑢𝑖 (𝑥𝑖)𝑔𝑢𝑖 (𝑥𝑖) − 𝛽𝑖, (3.23)

−E
[
B𝑖 ( 𝑓(𝑖) (𝑥𝑖, 𝑢𝑖, 𝑤𝑖, 𝜍𝑖)) | 𝑥𝑖, 𝑢𝑖, 𝑤𝑖

]
+ 𝜅𝑖 (B𝑖 (𝑥𝑖)) + �̄�𝑖 (

𝑤𝑇
𝑖
𝑤𝑖

𝑝𝑖
) + 𝑐𝑖

−
𝑚𝑖∑︁
𝑗=1
(𝑢 𝑗𝑖 − 𝜆𝑢 𝑗𝑖

(𝑥𝑖)) − �̂�𝑇𝑖 (𝑥𝑖)𝑔𝑖 (𝑥𝑖) − 𝜆𝑇𝑤𝑖
(𝑤𝑖)𝑔𝑤𝑖

(𝑤𝑖), (3.24)

where 𝑝𝑖 is the dimension of the internal input 𝑤𝑖. Then B𝑖 (𝑥𝑖) is a CSBC satisfying condi-
tions (3.3)-(3.6) and 𝜛𝑖 (𝑥𝑖) = [𝜆𝑢1𝑖 (𝑥𝑖); . . . ;𝜆𝑢𝑚𝑖𝑖

(𝑥𝑖)], 𝑖 ∈ {1, . . . , 𝑁}, is the corresponding
controller for the subsystem 𝔖𝑖. The parameters satisfying the conditions are given by

𝜅𝑖 = I𝑑 − (I𝑑 − 𝜋𝑖) ◦ (I𝑑 − 𝜅𝑖),
𝜌𝑖 = (I𝑑 + 𝛿𝑖) ◦ (I𝑑 − 𝜅𝑖)−1 ◦ 𝜋−1

𝑖 ◦ �̄�𝑖 ◦ �̄�𝑖,
𝑐𝑖 = (I𝑑 + 𝛿−1

𝑖 ) ◦ (I𝑑 − 𝜅𝑖)−1 ◦ 𝜋−1
𝑖 ◦ �̄�𝑖 ◦ (�̄�𝑖 − I𝑑)−1(𝑐𝑖),

where 𝛿𝑖, 𝜋𝑖, �̄�𝑖 are some arbitrarily chosenK∞ functions so that I𝑑 − 𝜋𝑖 ∈ K∞ and �̄�𝑖 −I𝑑 ∈ K∞.

Proof. Since B𝑖 (𝑥𝑖) and 𝜆𝑖 (𝑥𝑖) in (3.21) are sum-of-squares, we have 0 ≤ B𝑖 (𝑥𝑖) −𝜆𝑇𝑖 (𝑥𝑖)𝑔𝑖 (𝑥𝑖) −
𝛼𝑖 (ℎ𝑇(𝑖) (𝑥𝑖)ℎ(𝑖) (𝑥𝑖)). Since ∥ℎ(𝑖) (𝑥𝑖)∥2 ≤ ℎ𝑇(𝑖) (𝑥𝑖)ℎ(𝑖) (𝑥𝑖), we have 0 ≤ B𝑖 (𝑥𝑖) − 𝜆𝑇𝑖 (𝑥𝑖)𝑔𝑖 (𝑥𝑖) −
𝛼𝑖 (∥ℎ(𝑖) (𝑥𝑖)∥2). Since the term 𝜆𝑇

𝑖
(𝑥𝑖)𝑔𝑖 (𝑥𝑖) is non-negative over 𝑋 , the condition (3.21) implies

the condition (3.3). Similarly, we can show that (3.22) and (3.23) imply conditions (3.4) and (3.5),
respectively. Now we proceed with showing that the condition (3.24) implies (3.6), as well. By
selecting external inputs 𝑢 𝑗𝑖 = 𝜆𝑢 𝑗𝑖

(𝑥𝑖) and since the terms �̂�𝑇
𝑖
(𝑥𝑖)𝑔𝑖 (𝑥𝑖), 𝜆𝑇𝑤𝑖

(𝑤𝑖)𝑔𝑤𝑖
(𝑤𝑖) are non-

negative over the set 𝑋 , we have E
[
B𝑖 ( 𝑓(𝑖) (𝑥𝑖, 𝑢𝑖, 𝑤𝑖, 𝜍𝑖))

�� 𝑥𝑖, 𝑢𝑖, 𝑤𝑖] ≤ 𝜅𝑖 (B𝑖 (𝑥𝑖)) + �̄�𝑖 ( 𝑤𝑇
𝑖
𝑤𝑖

𝑝𝑖
) + 𝑐𝑖

implying that E
[
B𝑖 ( 𝑓(𝑖) (𝑥𝑖, 𝑢𝑖, 𝑤𝑖, 𝜍𝑖))

�� 𝑥𝑖, 𝑢𝑖, 𝑤𝑖] ≤ 𝜅𝑖 (B𝑖 (𝑥𝑖)) + �̄�𝑖 (∥𝑤𝑖∥2) + 𝑐𝑖, since 𝑤𝑇
𝑖
𝑤𝑖 ≤

𝑝𝑖∥𝑤𝑖∥2. By employing a similar argument as the one in [121, Theorem 1], the additive form of
the right-hand side of the above inequality can be converted into a max form as

E
[
B𝑖 ( 𝑓(𝑖) (𝑥𝑖, 𝑢𝑖, 𝑤𝑖, 𝜍𝑖)) | 𝑥𝑖, 𝑢𝑖, 𝑤𝑖

]
≤ max

{
𝜅𝑖 (B𝑖 (𝑥𝑖)), 𝜌𝑖 (∥𝑤𝑖∥2), 𝑐𝑖

}
,
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where,

𝜅𝑖 = I𝑑 − (I𝑑 − 𝜋𝑖) ◦ (I𝑑 − 𝜅𝑖),
𝜌𝑖 = (I𝑑 + 𝛿𝑖) ◦ (I𝑑 − 𝜅𝑖)−1 ◦ 𝜋−1

𝑖 ◦ �̄�𝑖 ◦ �̄�𝑖,
𝑐𝑖 = (I𝑑 + 𝛿−1

𝑖 ) ◦ (I𝑑 − 𝜅𝑖)−1 ◦ 𝜋−1
𝑖 ◦ �̄�𝑖 ◦ (�̄�𝑖 − I𝑑)−1(𝑐𝑖),

with 𝛿𝑖, 𝜋𝑖, �̄�𝑖 being some arbitrarily chosen K∞ functions so that I𝑑 − 𝜋𝑖 ∈ K∞, �̄�𝑖 − I𝑑 ∈ K∞.
Hence this implies that the function B𝑖 (𝑥𝑖) is a CSBC and the proof is completed. □

Counter-Example Guided Inductive Synthesis

This approach involves finding a CSBC of a given parametric form,e.g., polynomials, by utilizing
satisfiability modulo theories (SMT) solvers such as Z3 [39], dReal [51] or MathSat [27]. Unlike
SOS optimization, this framework does not require any restrictions on the underlying dynamics
and is applicable under the following assumption on the underlying dynamics of the system.
However, the following assumption is essential.

Assumption 4. Each subsystem 𝔖𝑖, 𝑖 ∈ {1, . . . , 𝑁}, has a compact state set 𝑋𝑖, a compact
internal input set𝑊𝑖 and a compact external input set𝑈𝑖.

Under Assumption 4, we propose the following lemma to reformulate conditions (3.3)-(3.6)
as a satisfiability problem.

Lemma 2. Consider a stochastic control subsystem𝔖𝑖 = (𝑋𝑖,𝑈𝑖,𝑊𝑖, 𝜍𝑖, 𝑓(𝑖) , 𝑌𝑖, ℎ(𝑖)), 𝑖 ∈ {1, . . . , 𝑁},
satisfying Assumption 4. Suppose there exist a function B𝑖 (𝑥𝑖), constants 𝜂𝑖, 𝑐𝑖 ∈ R≥0, 𝛽𝑖 ∈ R>0,
functions 𝜌𝑖 ∈ K∞ ∪ {0}, 𝛼𝑖, 𝜅𝑖 ∈ K∞, with 𝜅𝑖 < I𝑑 such that

∧
𝑥𝑖∈𝑋𝑖

(
B𝑖 (𝑥𝑖) ≥𝛼𝑖 (∥ℎ (𝑖) (𝑥𝑖)∥2)

)∧
𝑥𝑖∈𝑋0𝑖

(
B𝑖 (𝑥𝑖) ≤𝜂𝑖

)∧
𝑥𝑖∈𝑋𝑢𝑖

(
B𝑖 (𝑥𝑖) ≥ 𝛽𝑖

)∧
𝑥𝑖∈𝑋𝑖

∨
𝜈𝑖∈𝑈𝑖

∧
𝑤𝑖∈𝑊𝑖

(
E
[
B𝑖 ( 𝑓(𝑖) (𝑥𝑖 , 𝑢𝑖 , 𝑤𝑖 , 𝜍𝑖))

�� 𝑥𝑖 , 𝑢𝑖 , 𝑤𝑖

]
≤ max{𝜅𝑖 (B𝑖 (𝑥𝑖)), 𝜌𝑖 (∥𝑤𝑖 ∥2), 𝑐𝑖}

)
.

Then B𝑖 (𝑥𝑖) is a CSBC satisfying conditions (3.3)-(3.6).

3.3.4 Case Studies
In this section, we demonstrate our proposed results using two physical case studies. The first case
study presents a room temperature regulation problem in a circular building with 1000 rooms,
where the temperatures of the room are required to be maintained within a certain range. The
second one is a fully-interconnected Kuramoto network with 100 nonlinear oscilattors where we
synthesize controllers to ensure that the angular positions of the oscillators do not cross some
specified bounds.
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Room Temperature Network

We first apply our approaches to a room temperature network in a circular building consisting of
𝑁 = 1000 rooms. The model of this case study is borrowed from [85] by including stochasticity
as additive noise. The evolution of the temperature 𝑇 (·) in the interconnected system is governed
by the following dynamics

𝔖 : 𝑇 (𝑡 + 1) = 𝐴𝑇 (𝑡) + 𝜇𝑇𝐻𝜈(𝑡) + 𝜄𝑇𝐸 + 0.1𝜍 (𝑡),

where 𝐴 ∈ R𝑁×𝑁 is a matrix with diagonal elements given by �̄�𝑖𝑖 = (1 − 2𝜖 − 𝜄 − 𝜇𝜈𝑖 (𝑡)),
off-diagonal elements �̄�𝑖,𝑖+1 = �̄�𝑖+1,𝑖 = �̄�1,𝑛 = �̄�𝑛,1 = 𝜖 , 𝑖 ∈ {1, . . . , 𝑛 − 1}, and all other
elements are identically zero. Parameters 𝜖 = 0.005, 𝜄 = 0.06, and 𝜇 = 0.145 are conduction
factors between rooms 𝑖 ± 1 and 𝑖, the external environment and the room 𝑖, and the heater
and the room 𝑖, respectively. Outside temperatures are the same for all rooms: 𝑇𝑒𝑖 = −15 ◦C,
∀𝑖 ∈ {1, . . . , 𝑛}, and the heater temperature is 𝑇𝐻 = 45 ◦C. Moreover, 𝑇 (𝑡) = [𝑇1(𝑡); . . . ;𝑇𝑛 (𝑡)],
𝜍 = [𝜍1(𝑡); . . . ; 𝜍𝑛 (𝑡)], 𝜈(𝑡) = [𝜈1(𝑡); . . . ; 𝜈𝑛 (𝑡)], and 𝑇𝐸 = [𝑇𝑒1; . . . ;𝑇𝑒𝑛].

We consider the state set 𝑋 = [0, 50]𝑁 , 𝑋0 = [19.5, 20]𝑁 , and 𝑋𝑢 = [1, 17]𝑁 ∪ [23, 50]𝑁 .
The main goal is to synthesize controllers such that the solution processes of the system 𝔖 do
not violate the safety conditions by not reaching the unsafe regions in 𝑋𝑢 for a time horizon of
𝑇𝑑 = 10. This means that temperature of all rooms are safely maintained between 17◦C and 23◦C
for all time 𝑡 ∈ [0, 𝑇𝑑), with an initial temperature between 19.5◦C and 20◦C. To do this, we
consider 𝔖 as a network consisting of 𝑁 = 1000 subsystems (individual rooms) 𝔖𝑖 represented
by

𝔖𝑖 :

{
𝑇𝑖 (𝑡 + 1) = �̄�𝑇𝑖 (𝑡) + 𝜇𝑇𝐻𝜈𝑖 (𝑡) + 𝜖𝑤𝑖 (𝑡) + 𝜄𝑇𝑒𝑖 + 0.1𝜍𝑖 (𝑡),
𝑦𝑖 (𝑡) = 𝑇𝑖 (𝑡).

One can readily verify that 𝔖 = I(𝔖1, . . . ,𝔖𝑛) where 𝑤𝑖 (𝑡) = [𝑇𝑖−1(𝑡);𝑇𝑖+1(𝑡)] (with
𝑇0 = 𝑇𝑛 and 𝑇𝑛+1 = 𝑇1). We utilize the software tool SOSTOOLS [98] and the SDP solver
SeDuMi [119] to compute a CSBC as described in Section 3.3.2. Based on Lemma 1, we
compute a CSBC of an order 2 as B𝑖 (𝑇𝑖) = 0.7659𝑇2

𝑖
− 30.24𝑇𝑖 + 298.5 and the correspond-

ing controller of an order 1 as 𝜛𝑖 (𝑇𝑖) = −0.012𝑇𝑖 + 0.8, ∀𝑖 ∈ {1, . . . , 𝑛}. Furthermore,
the corresponding constants and functions in Definition 13 satisfying conditions (3.3)-(3.6)
are computed as 𝜂𝑖 = 0.13, 𝛽𝑖 = 4.4, 𝑐𝑖 = 0.0139, 𝛼𝑖 (𝑠) = 5 × 10−5𝑠, 𝜅𝑖 (𝑠) = 0.99𝑠, and
𝜌𝑖 (𝑠) = 4.99 × 10−5𝑠,∀𝑠 ∈ R≥0. Then, In order to construct a CBC for the interconnected
system using CSBC of subsystems, we now check the small-gain condition (3.15) that is required
for the compositionality result. By taking 𝜚𝑖 (𝑠) = 𝑠, ∀𝑖 ∈ {1, . . . , 𝑛}, the condition (3.15) and as
a result the condition (3.16) is always satisfied without any restriction on the number of rooms.
Moreover, the compositionality condition (3.17) is also met since 𝛽𝑖 > 𝜂𝑖,∀𝑖 ∈ {1, . . . , 𝑛}. Then
one can conclude that B(𝑇) = max𝑖

{
0.7659𝑇2

𝑖
−30.24𝑇𝑖 +298.5

}
is a CBC for the interconnected

system 𝔖. Accordingly,𝜛(𝑇) = [−0.012𝑇1+0.8; . . . ;−0.012𝑇1000+0.8] is the overall controller
for the interconnected system and corresponding parameters satisfying conditions (3.7)-(3.9) are
obtained as 𝜂 = 0.13, 𝛽 = 4.4, 𝑐 = 0.0139 and 𝜅(𝑠) = 0.99𝑠,∀𝑠 ∈ R≥0.
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Figure 3.2: Closed-loop stage trajectories of a representative room with 10 noise realizations in
a network of 1000 rooms.

We can then guarantee via Theorem 5 that the probability of satisfaction of the safety spec-
ification in the time horizon [0, 𝑇𝑑] is at least 0.95. State trajectories of the closed-loop system
for a representative room in a network of 1000 rooms with 10 noise realizations are illustrated in
Fig. 3.2. Note that the lower bound on the probability of satisfaction proposed by our approach is
rather conservative compared to empirical results that can be obtained by running Monte Carlo
simulations for the closed-loop system with our computed controller. The reason is due to the
conservative nature of barrier certificates which are chosen to be polynomials of a fixed degree
but at the gain of providing a formal lower bound on the probability of satisfaction rather than
just an empirical one. We should mention that the computation of CSBC and its corresponding
controller for each subsystem takes almost 10 seconds with a memory usage of 3.7 MB on a
machine with Microsoft Windows (Intel i7-8665U CPU with a 32 GB of RAM).

Network of Kuramoto Controllers

As our second case study, we apply our results to a network of 𝑁 = 100 controlled Kuramoto
oscillators in a fully-interconnected topology as illustrated in Figure 3.3 which can model a large
number of problems in different fields, such as biology [34], smart grids [54], neural networks [92]
and nanotechnology [126]. Our model is adapted from [113] by adding stochasticity as an additive
noise and the dynamics of such a model is also presented in Figure 3.3. Here, 𝜃 = [𝜃1; . . . ; 𝜃𝑁 ] is
the phase of oscillators with 𝜃𝑖 ∈ [0, 2𝜋], ∀𝑖 ∈ {1, . . . , 𝑁},Ω = [Ω1; . . . ;Ω𝑁 ] = [0.01; . . . ; 0.01]
is the natural frequency of oscillators, 𝐾 = 0.0012 is the coupling strength, 𝜏 = 0.1 is the sampling
time, 𝜙(𝜃 (𝑡)) = [𝜙(𝜃1(𝑡)); . . . ; 𝜙(𝜃𝑁 (𝑡))] such that 𝜙(𝜃𝑖 (𝑡)) =

∑
𝑗=1
𝑖≠ 𝑗

𝑠𝑖𝑛(𝜃 𝑗 (𝑡) − 𝜃𝑖 (𝑡)),∀𝑖 ∈

{1, . . . , 𝑁}, 𝜈(𝑡) = [𝜈1(𝑡); . . . ; 𝜈𝑁 (𝑡)], and 𝜍 (𝑡) = [𝜍1(𝑡); . . . ; 𝜍𝑁 (𝑡)].
We want to synthesize controllers such that the system 𝔖 satisfies the safety specification with

respect to initial set 𝑋0 = [ 4𝜋9 ,
5𝜋
9 ]

𝑁 and the unsafe set 𝑋𝑢 = [0, 𝜋15 ]
𝑁 ∪ [ 14𝜋

15 , 𝜋]
𝑁 within time

horizon𝑇𝑑 = 7. To do so, we consider the network of 𝑁 nonlinear oscillators as an interconnection
of 𝑁 subsystems, i.e., 𝔖 = I(𝔖1, . . . ,𝔖𝑁 ) where each subsystem 𝔖𝑖, 𝑖 ∈ {1, . . . , 𝑁}, can be
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+ τK

N
φ(θi(t))

+ νi(t) + 0.05ςi(t)

yi(k) = θi(t)

S : θ(t+ 1) = θ(t) + τΩ+ τK

N
φ(θ(t))

+ν(t) + 0.05ς(t)

Figure 3.3: Fully-connected Kuramoto oscillator network 𝔖, and dynamics corresponding to 𝔖

and each subsystem 𝔖𝑖.

described by dynamics as shown in Figure 3.3 (©2022 IEEE). To compute control sub-barrier
certificates and the corresponding local controllers, we utilize the SOS algorithm in Section 3.3.3
and in particular, we use SOSTOOLS and SDP solver SeDuMi. Since dynamics of 𝔖 are not
polynomial and SOS algorithm is only equipped to provide solutions for polynomial dynamics,
we make an approximation to our dynamics. More precisely, in the condition (3.24), we take an
upper bound on the term B𝑖 ( 𝑓(𝑖) (𝜃𝑖, 𝑢𝑖, 𝑤𝑖, 𝜍𝑖)) by replacing 𝑠𝑖𝑛(·) by either 1 or −1 accordingly.

The CSBC and local controller satisfying conditions (3.3)-(3.6) for subsystem 𝔖𝑖 are given by
B𝑖 (𝜃𝑖) = 0.001361𝜃8

𝑖
−0.0001877𝜃7

𝑖
+0.0004904𝜃6

𝑖
−0.03395𝜃5

𝑖
+0.00107𝜃4

𝑖
−0.1927𝜃3

𝑖
+1.71𝜃2

𝑖
−

3.205𝜃𝑖 + 1.827, 𝜛𝑖 (𝜃𝑖) = −0.532𝜃2
𝑖
+ 1.69. The other parameters are obtained as 𝜂𝑖 = 0.02, 𝛽𝑖 =

1.2, 𝑐𝑖 = 0.0083, 𝛼𝑖 (𝑠) = 4.7×10−7𝑠, 𝜅𝑖 (𝑠) = 0.997𝑠, and 𝜌𝑖 (𝑠) = 4.49×10−7𝑠. By taking 𝜚𝑖 (𝑠) =
𝑠, ∀𝑖 ∈ {1, . . . , 𝑛}, the condition (3.15) and as a result the condition (3.16) is always satisfied
without any restriction on the number of rooms. Moreover, the compositionality condition (3.17)
is also met since 𝛽𝑖 > 𝜂𝑖,∀𝑖 ∈ {1, . . . , 𝑛}. Then, by utilizing Theorem 6, we compute the CBC as
B(𝜃) = max𝑁

𝑖
B𝑖 (𝑥) and controller as𝜛(𝜃) = [−0.532𝜃2

1+1.69; . . . ;−0.532𝜃2
100+1.69𝜃100] for the

interconnected system, and also parameters satisfying (3.7)-(3.9) as 𝜂 = 0.02, 𝛽 = 1.2, 𝑐 = 0.0083
and 𝜅(𝑠) = 0.997𝑠. By utilizing Theorem 5, we obtain the probability of satisfaction for the safety
specification to be at least 0.94.

Figure 3.4 shows the evolution of solution processes within the time horizon 𝑇𝑑 = 7 when
starting from the initial region of 𝑋0. It can be seen that the solution processes remain within
the safe states and do not cross the unsafe regions. The CSBC computation for this example
takes around 1 minute with a memory usage of 30 MB on a Microsoft Windows machine (Intel
i7-8665U CPU with 32 GB of RAM).
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Figure 3.4: Closed-loop state trajectories of a representative oscillator in a network of 100
oscillators with 10 noise realizations with an initial state starting from 𝑋0.

3.4 Dissipativity-based Approach

In this section, we propose a compositional framework based on dissipativity approaches for the
construction of control barrier certificates for interconnected discrete-time stochastic systems.
The proposed approach utilizes the interconnection topology together with dissipativity-type prop-
erties of subsystems. Depending on the structure of the interconnection (e.g., skew-symmetric),
one is able to satisfy this compositionality condition without any restriction on the number of
subsystems or their gains. Similar to Section 3.3, we first present the definition of control sub-
barrier certificates for subsystems of Definition 12. Then by utilizing compositionality conditions
derived using dissipativity theory, we construct the control barrier certificates for interconnected
systems. However, unlike Section 3.3, in this section, we consider the probabilistic satisfaction of
safety specifications over infinite time horizons. In other words, we synthesize a suitable controller
for an interconnected system and correspondingly compute a lower bound on the probability that
the solution processes do not reach unsafe regions.

From Section 3.3, it can be observed that the compositionality condition is usually checked
independently after the computation of suitable control barrier certificates. This means that
the required parameters for finding suitable control barrier certificates are pre-selected and the
compositionality condition is checked a posteriori. While this method can provide tractable results
in certain scenarios for systems with specific interconnection structures, it is not particularly
useful in large-scale networks where structural properties of the subsystems (e.g., dissipativity
properties) are not apparent. Besides, since control sub-barrier certificates are not optimized
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with respect to the compositionality condition, obtained results can be conservative. In order to
provide scalable, less-conservative results, we employ a distributed optimization method based
on an alternating direction method of multipliers (ADMM) algorithm which allows us to break
down a large optimization problem into several smaller sub-problems which can be easier to
handle. The solution to the optimization problem provides us with suitable control sub-barrier
certificates along with local controllers, allowing the computation of control barrier certificates
for the interconnected system. For systems with polynomial dynamics, we show that ADMM
algorithm can be utilized in conjunction with sum-of-squares (SOS) optimization in order to
obtain control sub-barrier certificates and corresponding local controllers. We demonstrate the
effectiveness of our proposed results by applying them to a room temperature network in a circular
building containing 300 rooms.

3.4.1 Control (Sub-)Barrier Certificates
In this subsection, we introduce control (sub)-barrier certificates that utilize dissipativity-type
properties of the subsystems to provide safety guarantees for the interconnected dt-SCS 𝔖 over
infinite time horizons. We now present the definition of control sub-barrier certificates for
subsystems. Note that this definition is slightly different from that presented in Section 3.3, since
it utilizes dissipativity-type properties of subsystems in order to establish the dissipativty-based
compositional framework that will be presented later.

Definition 16. Consider a subsystem𝔖 = (𝑋,𝑈,𝑊, 𝜍, 𝑓 ,𝑌 , ℎ), and sets 𝑋0, 𝑋𝑢 ⊆ 𝑋 , respectively.
A function B : 𝑋 → R≥0 is said to be a control sub-barrier certificate (CSBC) for 𝔖 if there exists
a constant 𝜂 ∈ R≥0 and a symmetric matrix X with conformal block partitions X𝑖 𝑗 , 𝑖, 𝑗 ∈ {1, 2}
such that

B(𝑥) ≤ 𝜂, for all 𝑥 ∈ 𝑋0, (3.25)
B(𝑥) ≥ 1, for all 𝑥 ∈ 𝑋𝑢, (3.26)

and ∀𝑥 ∈ 𝑋 , ∃𝑢 ∈ 𝑈, such that ∀𝑤 ∈ 𝑊 ,

E
[
B( 𝑓 (𝑥, 𝑢, 𝑤, 𝜍))

�� 𝑥,𝑢, 𝑤]
−B(𝑥) ≤

[
𝑤

ℎ(𝑥)

]𝑇 [
X11 X12

X21 X22

] [
𝑤

ℎ(𝑥)

]
.

The definition of control barrier certificates for interconnected dt-SCS 𝔖 is similar to the one
presented in Definition 8. However, we present it again, with some minor modifications (see
condition 3.28), for the sake of completeness of this section.

Definition 17. Consider an interconnected dt-SCS 𝔖 = (𝑋,𝑈, 𝜍, 𝑓 ). A function B : 𝑋 → R≥0 is
called a control barrier certificate (CBC) for 𝔖 with respect to initial and unsafe sets 𝑋0, 𝑋𝑢 ⊆ 𝑋 ,
respectively, if there exists constants 𝜂 ∈ R≥0 and 𝛽 ∈ R>0 with 𝛽 > 𝜂 such that

B(𝑥) ≤ 𝜂, for all 𝑥 ∈ 𝑋0, (3.27)
B(𝑥) ≥ 𝛽, for all 𝑥 ∈ 𝑋𝑢, (3.28)
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and ∀𝑥 ∈ 𝑋 , ∃𝑢 ∈ 𝑈, such that

E
[
B( 𝑓 (𝑥, 𝑢, 𝜍))

�� 𝑥, 𝑢] − B(𝑥) ≤ 0. (3.29)

We now utilize Definition 17 to quantify a lower bound on the probability that the intercon-
nected dt-SCS 𝔖 reaches unsafe regions for infinite time horizons. Once again, note that this is
similar to the bounds obtained in Theorem 2 but adapted to Definition 17.

Corollary 2. For an interconnected dt-SCS 𝔖 = (𝑋,𝑈, 𝜍, 𝑓 ), let B be a CBC satisfying condi-
tions (3.27)-(3.29). Then the lower bound on the probability that the solution processes of 𝔖
start from any initial state 𝑎 ∈ 𝑋0 and avoids entering an unsafe region 𝑋𝑢, under a controller 𝜛
obtained via condition (3.29), is given by

P
{
x𝑥0,𝜛 (𝑡) ∉ 𝑋𝑢 for all 0 ≤ 𝑡 < ∞

�� 𝑎} ≥ 1 − 𝜀, (3.30)

where 𝜀 =
𝜂

𝛽
.

Remark 12. Note that Remark 8 also holds in this case. In order to provide probabilistic guaran-
tees in infinite-time horizons, CBC B in (3.29) is required to be a non-negative supermartingale,
i.e., the value of CBC is expected to decay at every time step. This can be quite restrictive and
there may not exist a CBC satisfying the supermartingale condition (3.29). For example, in
stochastic control systems with additive noise as seen in 3.3.4, it is not possible to obtain super-
martingale control barrier certificates. In such a case, it is possible to relax condition (3.29) by
introducing a constant 𝑐 > 0 in the right-hand side of (3.29). In this case, the CBC B is called
𝑐-martingale [117] and such a condition ensures that CBC is decaying with an offset of up to 𝑐.
However, this comes at the cost of providing only finite-time horizon guarantees, as demonstrated
in Section 3.3.

Unfortunately, finding a CBC for large-scale interconnected systems can be difficult due to
the computational complexity associated with the dimension of the state set. In this section, we
consider a large-scale system as an interconnection of several smaller subsystems and develop
a compositional scheme based on dissipativity approaches to construct the CBC of the inter-
connected system based on CSBCs of individual subsystems. This is explained in detail in the
following section.

3.4.2 Compositional Construction of CBC
To obtain a compositional framework using dissipativity-based conditions, we consider the fol-
lowing definition of interconnected stochastic control systems.

Definition 18. Suppose we are given𝑁 ∈ N≥1 control subsystems𝔖𝑖 = (𝑋𝑖,𝑈𝑖,𝑊𝑖, 𝜍𝑖, 𝑓(𝑖) , 𝑌𝑖, ℎ(𝑖)),
𝑖 ∈ {1, . . . , 𝑁}, where 𝑋𝑖 ⊆ R𝑛𝑖 , 𝑈𝑖 ⊆ R𝑚𝑖 , 𝑊𝑖 ⊆ R𝑝𝑖 , 𝑌𝑖 ⊆ R𝑟𝑖 along with a matrix 𝑀 that
describes the coupling between the subsystems, with the constraint 𝑀

∏𝑁
𝑖=1𝑌𝑖 ⊆ 𝑀

∏𝑁
𝑖=1𝑊𝑖 to

provide a well-posed interconnection. Then the interconnection of subsystems𝔖𝑖, 𝑖 ∈ {1, . . . , 𝑁},
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denoted byI(𝔖1, . . . ,𝔖𝑁 ), is the dt-SCS𝔖 = (𝑋,𝑈, 𝜍, 𝑓 ) such that 𝑋 :=
∏𝑁
𝑖=1 𝑋𝑖,𝑈 :=

∏𝑁
𝑖=1𝑈𝑖,

and 𝑓 :=
∏𝑁
𝑖=1 𝑓(𝑖) , with internal inputs constrained according to

[𝑤1; . . . ;𝑤𝑁 ] = 𝑀 [ℎ(1); . . . ; ℎ(𝑁)] . (3.31)

Remark 13. The structure of the interconnected matrix 𝑀 depends on the type of interconnection
between subsystems. For instance, consider a circular interconnection network of 𝑁 subsystems
(see the case study). For such an interconnected system, 𝑀 consists of elements 𝑚𝑖,𝑖+1 = 𝑚𝑖+1,𝑖 =
𝑚1,𝑁 = 𝑚𝑁,1 = 1, 𝑖 ∈ {1, . . . , 𝑁 − 1} and all other elements are identically 0. On the other hand,
the coupling matrix of a fully-interconnected network has its diagonal elements identically 0 and
all the other elements are non-zero.

Remark 14. For the sake of controller synthesis, we assume that all subsystems𝔖𝑖, 𝑖 ∈ {1, . . . , 𝑁},
have access to their full-state information. The main goal is to synthesize external inputs in order
to satisfy specifications over the states of the interconnected system.

We now provide a compositional framework for obtaining CBC for interconnected dt-SCS 𝔖

based on CSBCs of subsystems 𝔖𝑖. Let us assume that there exist a CSBC B𝑖 as in Definition
16 for each control subsystem 𝔖𝑖, 𝑖 ∈ {1, . . . , 𝑁}, with 𝜂𝑖 ∈ R≥0 and symmetric matrix X𝑖 with
conformal block partitions X11

𝑖 ,X
12
𝑖 ,X

21
𝑖 ,X

22
𝑖 . We propose the following theorem in order to

provide sufficient conditions to obtain a CBC for the interconnected dt-SCS 𝔖 from the CSBCs
of subsystems 𝔖𝑖, 𝑖 ∈ {1, . . . , 𝑁}.
Theorem 7. Consider an interconnected dt-SCS 𝔖 = I(𝔖1, . . . , 𝔖𝑁 ) composed of 𝑁 control
subsystems 𝔖𝑖, 𝑖 ∈ {1, . . . , 𝑁}, with an interconnection matrix 𝑀 . Let the initial and unsafe
sets of 𝔖 be decomposable as 𝑋0 =

∏𝑁
𝑖=1 𝑋0𝑖 and 𝑋𝑢 =

∏𝑁
𝑖=1 𝑋𝑢𝑖 , respectively. Assume each

control subsystem 𝔖𝑖 admits a CSBC B𝑖 corresponding to the sets 𝑋0𝑖 and 𝑋𝑢𝑖 with parameter 𝜂𝑖
according to Definition 16. If

𝑁∑︁
𝑖=1

𝜂𝑖 < 𝑁, (3.32)[
𝑀

𝐼𝑟

]𝑇
X𝑐𝑜𝑚𝑝

[
𝑀

𝐼𝑟

]
≤ 0, (3.33)

then

B(𝑥) =
𝑁∑︁
𝑖=1
B𝑖 (𝑥𝑖) (3.34)

is a CBC for the interconnected system 𝔖 = I(𝔖1, . . . ,𝔖𝑁 ) with respect to the sets 𝑋0 and 𝑋𝑢,
where

X𝑐𝑜𝑚𝑝 :=



X11
1 X12

1
. . .

. . .

X11
𝑁

X12
𝑁

X21
1 X22

1
. . .

. . .

X21
𝑁

X22
𝑁


, (3.35)
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and 𝑟 =
∑𝑁
𝑖=1 𝑟𝑖 where 𝑟𝑖 is the dimension of the internal output of subsystem 𝔖𝑖.

Proof. First we show that the CBC B as (3.34) satisfies conditions (3.27) and (3.28). For any
𝑥 := [𝑥1; . . . ; 𝑥𝑁 ] ∈ 𝑋0 =

∏𝑁
𝑖=1 𝑋0𝑖 and from (3.25), we have

B(𝑥) =
𝑁∑︁
𝑖=1
B𝑖 (𝑥𝑖) ≤

𝑁∑︁
𝑖=1

𝜂𝑖 = 𝜂,

and similarly for any 𝑥 := [𝑥1; . . . ; 𝑥𝑁 ] ∈ 𝑋𝑢 =
∏𝑁
𝑖=1 𝑋𝑢𝑖 and from (3.26), one has

B(𝑥) =
𝑁∑︁
𝑖=1
B𝑖 (𝑥𝑖) ≥ 𝑁,

satisfying conditions (3.27) and (3.28) with 𝜂 =
∑𝑁
𝑖=1 𝜂𝑖 and 𝛽 = 𝑁 . Since

∑𝑁
𝑖=1 𝜂𝑖 < 𝑁 according

to (3.32), one has 𝛽 > 𝜂. Now we show that B(𝑥) satisfies the condition (3.29) as well. For any
𝑖 ∈ {1, . . . , 𝑁}, let there exist 𝑢𝑖 ∈ 𝑈𝑖, with 𝑢 = [𝑢1; . . . ; 𝑢𝑁 ] ∈ 𝑈 satisfying the condition (3.27)
and internal inputs given as [𝑤1; . . . ;𝑤𝑁 ] = 𝑀 [ℎ(1) (𝑥1); . . . ; ℎ(𝑁) (𝑥𝑁 )]. Then, we can reach the
chain of inequalities in (3.36) which completes the proof. □

E
[
B( 𝑓 (𝑥, 𝑢, 𝜍)

�� 𝑥, 𝑢] − B(𝑥) = E[ 𝑁∑︁
𝑖=1
B𝑖 ( 𝑓(𝑖) (𝑥𝑖, 𝑢𝑖, 𝑤𝑖, 𝜍𝑖))

�� 𝑥, 𝑢, 𝑤]
−

𝑁∑︁
𝑖=1
B𝑖 (𝑥𝑖)

=

𝑁∑︁
𝑖=1
E
[
B𝑖 ( 𝑓(𝑖) (𝑥𝑖, 𝑢𝑖, 𝑤𝑖, 𝜍𝑖))

�� 𝑥𝑖, 𝑢𝑖, 𝑤𝑖] − 𝑁∑︁
𝑖=1
B𝑖 (𝑥𝑖) ≤

𝑁∑︁
𝑖=1

[
𝑤𝑖
ℎ(𝑥𝑖)

]𝑇 [
X11
𝑖 X12

𝑖

X21
𝑖 X22

𝑖

] [
𝑤𝑖
ℎ(𝑥𝑖)

]

=



𝑤1
...

𝑤𝑁
ℎ(1) (𝑥1)

...

ℎ(𝑁) (𝑥𝑁 )



𝑇

X11
1 X12

1
. . .

. . .

X11
𝑁 X12

𝑁

X21
1 X22

1
. . .

. . .

X21
𝑁 X22

𝑁





𝑤1
...

𝑤𝑁
ℎ(1) (𝑥1)

...

ℎ(𝑁) (𝑥𝑁 )


=



𝑀


ℎ(1) (𝑥1)
. . .

ℎ(𝑁) (𝑥𝑁 )


ℎ(1) (𝑥1)

...

ℎ(𝑁) (𝑥𝑁 )



𝑇

X𝑐𝑜𝑚𝑝



𝑀


ℎ(1) (𝑥1)
. . .

ℎ(𝑁) (𝑥𝑁 )


ℎ(1) (𝑥1)

...

ℎ(𝑁) (𝑥𝑁 )


=


ℎ(1) (𝑥1)

...

ℎ(𝑁) (𝑥𝑁 )


𝑇 [
𝑀

𝐼𝑟

]𝑇
X𝑐𝑜𝑚𝑝

[
𝑀

𝐼𝑟

] 
ℎ(1) (𝑥1)

...

ℎ(𝑁) (𝑥𝑁 )

 ≤ 0.

(3.36)
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Remark 15. Condition (3.33) is similar to the linear matrix inequality (LMI) that appeared
in [12] as a compositional stability condition based on the dissipativity theory. It is shown
in [12] that this condition holds independently of the number of subsystems in many physical
applications with particular interconnection topologies, e.g., skew-symmetric.

Conventionally, in order to satisfy the compositionality condition in (3.33), the required
parameters for sub-barrier certificates (i.e., conditions (3.25)-(3.27)) are pre-selected and the
compositionality condition is checked a posteriori. This method is capable of providing tractable
results for large-scale systems where useful knowledge of the interconnection structure and
subsystem properties are available (e.g., if the matrix X is fixed for each subsystem [12]).
However, in many cases, such information is not apparent. Therefore, obtained control sub-barrier
certificates may not satisfy the compositionality condition (3.33) a posteriori and one needs to
redesign them from scratch again. In order to design control sub-barrier certificates while having
the compositionality condition (3.33) in mind a priori, we employ a distributed optimization
method based on an alternating direction method of multipliers (ADMM) algorithm. It allows us
to break down a large optimization problem into several smaller sub-problems which can be easier
to handle. The solution to the optimization problem provides us with suitable control sub-barrier
certificates along with local controllers, satisfying the compositionality condition (3.33) and,
hence, allowing the computation of control barrier certificates for the interconnected system.

3.4.3 Compositional Certification using ADMM Algorithm
In this subsection, we discuss the ADMM algorithm [21] which allows us to decompose the
condition (3.33) into local sub-problems and a global one involving the interconnection matrix
𝑀 , as well as matrices X𝑖, ∀𝑖 ∈ {1, . . . , 𝑁}, and X𝑐𝑜𝑚𝑝. Consider an interconnected system
𝔖 = I(𝔖1, . . . ,𝔖𝑁 ). The task of constructing CSBC B𝑖 of subsystems 𝔖𝑖, 𝑖 ∈ {1, . . . , 𝑁}, can
be formulated as a local optimization problem given by

S𝑖 =
{
(X𝑖, 𝜂𝑖)

��∃ CSBC B𝑖 w.r.t. conditions (3.25)-(3.27)
}
. (3.37)

Verifying the compositionality condition is a global feasibility problem that can be formulated as

G =

{
(X1, . . . ,X𝑁 , 𝜂1, . . . , 𝜂𝑁 )

�� conditions (3.32) − (3.33) are satisfied
}
. (3.38)

We now restate Theorem 7 as a feasibility problem by utilizing S𝑖 and G in the following lemma.

Lemma 3. Consider an interconnected system 𝔖 = I(𝔖1, . . . ,𝔖𝑁 ). If there exist matrices
X1, . . . ,X𝑁 and constants 𝜂1, . . . , 𝜂𝑁 such that

(X𝑖, 𝜂𝑖) ∈ S𝑖, ∀𝑖 ∈ {1, . . . , 𝑁}, (3.39)
(X1, . . . ,X𝑁 , 𝜂1, . . . , 𝜂𝑁 ) ∈ G, (3.40)

then B(𝑥) = ∑𝑁
𝑖 B𝑖 (𝑥𝑖) is a CBC for the interconnected system, where B𝑖 for 𝑖 ∈ {1, . . . , 𝑁} are

obtained when solving the local problem S𝑖.
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In order to convert the feasibility problem of Lemma 3 to an ADMM form, we first define the
following indicator functions:

IS𝑖 (X𝑖, 𝜂𝑖) =
{

0, (X𝑖, 𝜂𝑖) ∈ S𝑖,
∞, otherwise,

IG (X1, . . . ,X𝑁 , 𝜂1 . . . , 𝜂𝑁 ) =
{

0, (X1, . . . ,X𝑁 , 𝜂1, . . . , 𝜂𝑁 ) ∈ G,
∞, otherwise.

Now, by introducing auxiliary variables Z𝑖 and 𝜁𝑖 for each subsystem, we can rewrite (3.40)
as an optimization problem in the ADMM form as

ADMM :


min
𝑑

𝑁∑
𝑖=1
IS𝑖 (X𝑖, 𝜂𝑖) + IG (Z1, . . . ,Z𝑁 ,𝜁1, . . . ,𝜁𝑁 ),

s.t. X𝑖 − Z𝑖 = 0, ∀𝑖 ∈ {1, . . . , 𝑁},
𝜂𝑖 − 𝜁𝑖 = 0, ∀𝑖 ∈ {1, . . . , 𝑁},

(3.41)

where 𝑑 = (X1, . . . ,X𝑁 , 𝜂1, . . . , 𝜂𝑁 ,Z1, . . . ,Z𝑁 , 𝜁1, . . . , 𝜁𝑁 ). Note that under the satisfaction
of constraints in (3.41), minimizing the objective function over 𝑑 results in IS𝑖 (X𝑖, 𝜂𝑖) = 0 and
IG (X1, . . . ,X𝑁 , 𝜂1 . . . , 𝜂𝑁 ) = 0, which is possible if and only if conditions (3.39)-(3.40) are
fulfilled. Now, in order to decompose the large optimization problem (3.41) into smaller sub-
problems, one potential solution is to split the objective function. This is done by introducing
the auxiliary variables Z𝑖 and 𝜁𝑖 that are equivalent to X𝑖 and 𝜂𝑖, 𝑖 ∈ {1, . . . , 𝑁}. The first part of
the objective function, i.e., IS𝑖 , is separable by subsystems, one can find a solution parallelly by
iterating over X𝑖, 𝜂𝑖, Z𝑖, and 𝜁𝑖, alternately with the help of new scaled dual variables Λ𝑖 and 𝜉𝑖
which can take real values over corresponding dimensions. Let us denote X1:𝑁 = {X1, . . . ,X𝑁 }.
Similarly, we use notations 𝜂1:𝑁 ,Z1:𝑁 , and 𝜁1:𝑁 , respectively. Then, iterative updating of variables
is performed in the following manner:

• For each 𝑖 ∈ {1, . . . , 𝑁}, solve the following local problem:

(X𝑘+1
𝑖 , 𝜂𝑘+1𝑖 ) = argmin

(X𝑖 ,𝜂𝑖)∈S𝑖

{
∥X𝑖 − Z𝑘𝑖 + Λ

𝑘
𝑖 ∥2𝐹 + (𝜂𝑖 − 𝜁 𝑘𝑖 + 𝜉𝑘𝑖 )2

}
. (3.42)

• The solution to (3.42) results in candidate CSBCs B𝑖 together with controllers 𝜛𝑖, as
well as corresponding parameters X𝑘+1

1:𝑁 , 𝜂
𝑘+1
1:𝑁 . If (X𝑘+1

1:𝑁 , 𝜂
𝑘+1
1:𝑁 ) ∈ G, i.e., they satisfy the

conditions (3.32)-(3.33), then optimal values of X∗1:𝑁 and 𝜂∗1:𝑁 are found as X∗1:𝑁 = X𝑘+1
1:𝑁

and 𝜂∗1:𝑁 = 𝜂𝑘+11:𝑁 . Correspondingly, the CBC B for the interconnected dt-CS 𝔖 can be
obtained via Lemma 3. The algorithm can then be terminated. If not, we solve the
following global problem:

(Z𝑘+11:𝑁 , 𝜁
𝑘+1
1:𝑁 )= argmin

(Z1:𝑁 ,𝜁1:𝑁 )∈G

𝑁∑︁
𝑖=1

{
∥X𝑘+1

𝑖 − Z𝑖 + Λ
𝑘
𝑖 ∥2𝐹 + (𝜂𝑘+1𝑖 −𝜁𝑖+𝜉𝑘𝑖 )2

}
. (3.43)
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• We update our dual variables as

Λ𝑘+1𝑖 = X𝑘+1
𝑖 − Z𝑘+1𝑖 + Λ𝑘𝑖 , (3.44)

𝜉𝑘+1𝑖 = 𝜂𝑘+1𝑖 − 𝜁 𝑘+1𝑖 + 𝜉𝑘𝑖 ,

and return to the first step until a possible convergence.

At each iteration, solutions to the local problems (3.42) for subsystems 𝔖𝑖 provides one
with X𝑖 that is closest to Λ𝑖 − Z𝑖 in the Frobenius norm, and 𝜂𝑖 that is closest to the value of
𝜉𝑖 − 𝜁𝑖. If 𝑋1:𝑁 and 𝜂1:𝑁 satisfy the compositionality conditions (3.32)-(3.33), then they satisfy
global feasibility conditions in G, and accordingly, we have Z1:𝑁 = X1:𝑁 as well as 𝜁1:𝑁 = 𝜂1:𝑁 .
Correspondingly, the ADMM problem in (3.41) is solved and optimal parameters 𝑑 are obtained.
In the case that 𝑋1:𝑁 and 𝜂1:𝑁 do not satisfy the compositionality conditions, they are passed to
the global problem (3.43) and 𝑍1:𝑁 and 𝜁1:𝑁 are updated. Accordingly, the dual variables Λ𝑖 and
𝜉𝑖 are also updated via (3.44) and passed back to the local problem (3.42). This procedure is
repeated until the solutions converge. In practice, to find the optimal solutions of local problems
for subsystems 𝔖𝑖, 𝑖 ∈ {1, . . . , 𝑁}, one may utilize computation techniques such as sum-of-
squares optimization (SOS) by suitably parameterizing the CSBCs and corresponding controllers
as polynomials, which will be discussed later in Section 3.3.3. Moreover, the global optimization
problem may be solved using semi-definite programming (SDP).

Remark 16. Since objective functions in (3.41) are both convex, solutions are guaranteed to
converge to optimal ones [84] if the problem is feasible.

Remark 17. The ADMM algorithm allows computing CSBCs B𝑖 that minimize the values of 𝜂𝑖
for each subsystem 𝔖𝑖, 𝑖 ∈ {1, . . . , 𝑁}, so that tight probability bounds for the satisfaction of
safety specifications may be achieved according to (3.30). Moreover, the computed CSBCs also
ensure achieving values of X𝑖 such that the compositionality condition (3.33) may be satisfied.

In the next subsection, we describe how to find CSBCs of subsystems and compute corre-
sponding local controllers by utilizing the SOS programming approach.

3.4.4 Computation of CSBCs and controllers
The ADMM algorithm described in the previous subsection requires the computation of optimal
values of X𝑖 and 𝜂𝑖 for subsystems 𝔖𝑖 such that the objective function of the local problem
is minimized subject to satisfaction of conditions (3.25)-(3.27). One can reformulate these
conditions as a sum-of-squares (SOS) optimization problem to search for suitable CSBC and
corresponding local controllers while computing optimal values of X𝑖 and 𝜂𝑖. This can be done
by restricting the CSBC to be a non-negative polynomial that can be written as a sum of squares
of different polynomials. To do so, we once again utilize an assumption similar to Assumption 3
that restricts the computation of control sub-barrier certificates to stochastic control subsystems
with polynomial dynamics.
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Assumption 5. The stochastic control subsystem 𝔖𝑖 has a continuous state set 𝑋𝑖 ⊆ R𝑛𝑖 , and
continuous external and internal input sets 𝑈𝑖 ⊆ R𝑚𝑖 and 𝑊𝑖 ⊆ R𝑝𝑖 . Its transition map 𝑓(𝑖) :
𝑋𝑖 ×𝑈𝑖 ×𝑊𝑖 × V𝜍𝑖 → 𝑋𝑖 is a polynomial function of the state 𝑥𝑖, the external input 𝑢𝑖, and the
internal input 𝑤𝑖.

Under Assumption 5, conditions (3.25)-(3.27) can be reformulated as an SOS optimization
problem to search for a polynomial CSBC B𝑖 and a polynomial controller𝜛𝑖 (·) for the subsystem
𝔖𝑖. The following lemma provides the SOS formulation.

Lemma 4. Suppose Assumption 5 holds and sets 𝑋𝑖 , 𝑋0𝑖 , 𝑋𝑢𝑖 can be defined by vectors of
polynomial inequalities 𝑋𝑖 = {𝑥𝑖 ∈ R𝑛𝑖 | 𝑏𝑖 (𝑥𝑖) ≥ 0}, 𝑋0𝑖 = {𝑥𝑖 ∈ R𝑛𝑖 | 𝑏0𝑖 (𝑥𝑖) ≥ 0}, and
𝑋𝑢𝑖 = {𝑥𝑖 ∈ R𝑛𝑖 | 𝑏𝑢𝑖 (𝑥𝑖) ≥ 0}, where inequalities are provided element-wise. Similarly, let the
internal input set𝑊𝑖 be defined by vectors of a polynomial inequality𝑊𝑖 = {𝑤𝑖 ∈ R𝑝𝑖 | 𝑏𝑤𝑖

(𝑤𝑖) ≥
0}. Suppose for a given control subsystem 𝔖𝑖, there exists a sum-of-squares polynomial B𝑖 (𝑥𝑖),
a constant 𝜂𝑖 ∈ R≥0, vectors of sum-of-squares polynomials 𝜆0𝑖 (𝑥𝑖), 𝜆𝑢𝑖 (𝑥𝑖), 𝜆𝑖 (𝑥𝑖), 𝜆𝑤𝑖

(𝑤𝑖)
and polynomials 𝜆𝜈 𝑗𝑖 (𝑥𝑖) corresponding to the 𝑗 th input in 𝑢𝑖 = (𝑢1𝑖 , . . . , 𝑢𝑚𝑖 𝑖

) ∈ 𝑈𝑖 ⊆ R𝑚𝑖 of
appropriate dimensions such that the following expressions are sum-of-squares polynomials:

−B𝑖 (𝑥𝑖) − 𝜆𝑇0𝑖 (𝑥𝑖)𝑏0𝑖 (𝑥𝑖) + 𝜂𝑖, (3.45)

B𝑖 (𝑥𝑖) − 𝜆𝑇𝑢𝑖 (𝑥𝑖)𝑏𝑢𝑖 (𝑥𝑖) − 1, (3.46)

−E
[
B𝑖 ( 𝑓(𝑖) (𝑥𝑖, 𝑢𝑖, 𝑤𝑖, 𝜍𝑖)) | 𝑥𝑖, 𝑢𝑖, 𝑤𝑖

]
+B𝑖 (𝑥𝑖) +

[
𝑤

ℎ(𝑥)

]𝑇 [
X11 X12

X21 X22

] [
𝑤

ℎ(𝑥)

]
+

𝑚𝑖∑︁
𝑗=1
(𝑢 𝑗𝑖−𝜆𝑢 𝑗𝑖

(𝑥𝑖))−𝜆𝑇𝑖 (𝑥𝑖)𝑏𝑖 (𝑥𝑖)−𝜆𝑇𝑤𝑖
(𝑤𝑖)𝑏𝑤𝑖

(𝑤𝑖). (3.47)

ThenB𝑖 (𝑥𝑖) is a CSBC satisfying conditions (3.25)- (3.27) and𝜛𝑖 (𝑥𝑖) = [𝜆𝑢1𝑖 (𝑥𝑖); . . . ;𝜆𝑢𝑚𝑖𝑖
(𝑥𝑖)],∀𝑖 ∈

{1, . . . , 𝑁}, is the corresponding controller for the subsystem 𝔖𝑖.

Proof. Since 𝜆0𝑖 (𝑥𝑖) in (3.45) is sum-of-squares, we consequently have that the 𝜆𝑇0𝑖 (𝑥𝑖)𝑏0𝑖 (𝑥𝑖) ≥ 0
in the region described by 𝑋0𝑖 = {𝑥𝑖 ∈ R𝑛𝑖 | 𝑏0𝑖 (𝑥𝑖) ≥ 0}. SinceB𝑖 (𝑥𝑖) is also sum-of-squares and
thus non-negative, condition (3.45) directly implies the satisfaction of condition condition (3.25).
Similarly, we can show that (3.46) implies condition (3.26). Now, consider and (3.47). If we
choose the control input 𝑢 𝑗𝑖 = 𝜆𝑢 𝑗𝑖

(𝑥𝑖), then since the terms 𝜆𝑇
𝑖
(𝑥𝑖)𝑏𝑖 (𝑥𝑖) and 𝜆𝑖𝑇𝑤𝑖

𝑏𝑤𝑖
(𝑤𝑖) are

non-negative over 𝑋 and𝑊 , we can prove that it implies (3.27). This completes the proof. □

Remark 18. Note that one can compute the expected value in (3.47) by utilizing the moments of
the distribution of 𝜍𝑖 when the distribution of 𝜍𝑖 is known.

Remark 19. Our proposed computational method is based on SOS optimization in combination
with ADMM algorithm and it relies on the assumption that sub-barrier certificates are polynomial.
However, there are other methods for the computation of barrier certificates such as the counter-
example guided inductive synthesis (CEGIS) [63] where such an assumption is not required,
but at the cost of paying more computational complexity. One may also utilize neural network
representations of barrier certificates [140], but at the cost of lacking formal guarantees.
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Remark 20. The computational complexity of the CBC construction is obtained by analyzing the
complexity in the iteration steps of the ADMM algorithm presented in Section 3.4.3. In general,
the complexity of searching for a CSBC satisfying (3.45)-(3.47) for each subsystem is polynomial
with respect to the number of state and input variables [131]. This corresponds to the complexity
of solving the local optimization problem (3.42). On the other hand, the global optimization
problem (3.43) involves solving the LMI (3.33), whose complexity is cubic with respect to the
number of subsystems 𝑁 (or the size of the interconnection matrix 𝑀). However, under certain
sparsity patterns in the interconnection topology (i.e., sparsity of the matrix 𝑀), one can achieve
a linear complexity with respect to 𝑁 [138].

Remark 21. The extent of coupling between subsystems can affect the computational complexity
in our setting. In particular, if the interconnection topology is too dense (e.g., fully interconnected
network), the computational complexity of the ADMM algorithm with LMI and SOS optimization
problem potentially increases. More precisely, if each subsystem is affected by more (neigh-
boring) subsystems in the interconnection topology, finding sub-barrier certificates satisfying
condition (3.47) as well as solving LMI (3.33) via ADMM algorithm becomes more complex.
This follows directly due to Remark 20.

3.4.5 Comparison with Small-Gain Approach

In this subsection, we briefly compare the dissipativity-based compositional framework presented
in this section with the small-gain one presented in Section 3.3. First and foremost, it is observed
that the dissipativity-based approach presented in this section is potentially less conservative
than the small-gain approach since the dissipativity-type compositional reasoning can enjoy the
structure of the interconnection topology and may not require any constraints on the number or
gains of the subsystems. For instance, for large-scale stochastic systems with a skew-symmetric
interconnection matrix 𝑀 , one can observe that the subsystems’ gains are large which prevents
satisfying the small-gain compositionality condition [84]. However, dissipativity-type compo-
sitionality conditions can be readily fulfilled irrespective of gains of subsystems or the size of
interconnection matrix 𝑀 (see Remark 15). Second, the small-gain approach requires the satis-
faction of a circular compositionality condition (3.15). Unfortunately, there is no systematic way
to check the satisfaction of this compositionality condition unless we restrict the gain of each
subsystem to be strictly less than identity. In this case, the condition could be very conservative
since the main point of this circularity condition is to allow some subsystems to compensate the
undesirable effects of others in the interconnected network which is not the case if all of them are
less than identity. In addition, finding the omega-path 𝜚𝑖 introduced in the circular condition is
very challenging especially if the setting is stochastic. The main reason is that, in the stochastic
case, max𝑖 𝜚−1 must be concave, Since max𝑖 𝑠𝑖 itself is not concave, the results in Section 3.3
assumes all subsystems to be the same (i.e., homogeneous) with an identity omega-path 𝜚𝑖 (𝑠) = 𝑠,
∀𝑖 ∈ {1, . . . , 𝑁}, which gives us the following concave function (identity function)

max
𝑖
𝜚−1
𝑖 (𝑠) = max

𝑖
(𝑠) = 𝑠.
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As it can be observed, this condition is very restrictive, whereas in the dissipativity approach
proposed in this section, the compositionality condition is a simple linear matrix inequality (3.33).
As stated in Remark 15, this is well-defined in the relevant literature and can be readily checked
via semi-definite programming (SDP).

Third, the small-gain approach proposed in Section 3.3 requires the satisfaction of an ad-
ditional condition (3.3), which is not required for providing results with the dissipativity-based
approach. This makes finding CSBCs much easier. Fourth, the small-gain approach presented in
Section 3.3 requires one to first compute CSBCs for each subsystem and then check the compo-
sitionality condition a-posteriori. In the case that the compositionality condition is not fulfilled,
one requires to re-design the CSBCs from scratch. Whereas in the dissipativity-based approach,
by proposing the ADMM algorithm, we are able to combine the computation of CSBCs in (3.25)-
(3.27) with the satisfaction of compositionality conditions (3.32)-(3.33). Such optimization is
especially useful when the structural properties of the interconnected system are not apparent
[84]. Moreover, the algorithm also allows minimizing the values of 𝜂𝑖 in (3.25) for each subsystem
𝔖𝑖, 𝑖 ∈ {1, . . . , 𝑁} so that tight probabilistic bounds for the satisfaction of safety specifications
may be achieved according to (3.30) (see Remark 17).

However, it should be noted that our proposed dissipativity approach also has a drawback
compared to the small-gain one in Section 3.3. In particular, condition (3.27) is more restrictive
than the one in (3.6). The effects of other subsystems in (3.27) is captured with a quadratic supply
rate rather than utilizing a more generalK∞ one in (3.6). This quadratic restriction in our setting
is required to pose the compositionality condition as an LMI in (3.33).

3.4.6 Case Study

To demonstrate the effectiveness of our results, we apply our approach to a room temperature
regulation problem in a circular building. We consider system dynamics similar to the one
considered in Section 3.3.4, but with different parameters. Moreover, we include stochasticity
as multiplicative noise. The evolution of the temperature 𝑇 (·) in the interconnected system is
governed by the following dynamics:

𝔖 : 𝑇 (𝑡 + 1) = 𝐴𝑇 (𝑡) + 𝜇𝑇𝐻𝜈(𝑡) + 𝜃𝑇𝐸 + 0.01𝜍 (𝑡)𝑇 (𝑡),

where 𝐴 ∈ R𝑁×𝑁 is a matrix with diagonal elements given by �̄�𝑖𝑖 = (1 − 2𝛼 − 𝜃 − 𝜇𝜈𝑖 (𝑡)),
off-diagonal elements �̄�𝑖,𝑖+1 = �̄�𝑖+1,𝑖 = �̄�1,𝑁 = �̄�𝑁,1 = 𝛼, 𝑖 ∈ {1, . . . , 𝑁 −1}, and all other elements
are identically zero. The parameters 𝛼 = 0.005, 𝜃 = 0.06 and 𝜇 = 0.145 are conduction factors
between rooms 𝑖 and 𝑖 ± 1, external environment and room 𝑖, heater and room 𝑖, respectively.
The heater temperature is maintained at 𝑇𝐻 = 40 ◦C and the outside temperature 𝑇𝑒𝑖 = −5 ◦C
for all rooms 𝑖 ∈ {1, . . . , 𝑁}. We also have 𝑇 (𝑡) = [𝑇1(𝑡); . . . ;𝑇𝑁 (𝑡)], 𝑇𝐸 = [𝑇𝑒1; . . . ;𝑇𝑒𝑁 ],
𝜈(𝑡) = [𝜈1(𝑡); . . . ; 𝜈𝑁 (𝑡)] and 𝜍 (𝑡) = diag(𝜍1(𝑡), . . . , 𝜍𝑁 (𝑡)). The state, initial, and unsafe sets
are given by 𝑋 = [0, 20], 𝑋0 = [17, 18], 𝑋𝑢 = [0, 15], respectively. The requirement of our case
study is to synthesize a controller 𝜈 : N → [0, 0.6]𝑁 satisfying the safety specification with
respect to 𝑋0 and 𝑋𝑢.
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To do this, we consider our network 𝔖 as an interconnection of 𝑁 = 300 subsystems, each of
which constitutes a room. The state evolution of these individual subsystems is given by

𝔖𝑖 : 𝑇𝑖 (𝑡 + 1) = �̄�𝑇𝑖 (𝑡) + 𝜇𝑇𝐻𝜈𝑖 (𝑡) + 𝛼𝑤𝑖 (𝑡) + 𝜃𝑇𝑒𝑖 + 0.01𝜍𝑖 (𝑡)𝑇𝑖 (𝑡).

It can be easily verified that 𝔖 = I(𝔖1, . . . ,𝔖𝑁 ) with coupling matrix 𝑀 such that 𝑚𝑖,𝑖+1 =

𝑚𝑖+1,𝑖 = 𝑚1,𝑁 = 𝑚𝑁,1 = 1, 𝑖 ∈ {1, . . . , 𝑁 − 1} and all other elements are identically zero. We now
utilize the ADMM algorithm in conjunction with SOS formulation with the help of YALMIP tool
[78, 79] to compute CSBCs for subsystems 𝔖𝑖, 𝑖 ∈ {1, . . . , 𝑁}. We then obtain CSBC as a 4th

order polynomial given by B𝑖 (𝑇𝑖) = 9.6445 − 0.6911𝑇𝑖 + 0.1396𝑇𝑖2 − 0.0163𝑇𝑖3 + 0.0005𝑇𝑖4 and
the corresponding controller is computed to be 𝜛𝑖 (𝑇𝑖) = 0.59 − 0.011𝑇𝑖. Parameters satisfying

conditions (3.25)-(3.27) are obtained as 𝜂𝑖 = 0.0594 and X𝑖 = 10−3 ×
[
0.1348 0.0001
0.0001 −0.5591

]
. One

can readily verify that compositionality conditions of Theorem 7 are satisfied with 𝜂 = 59.4,
𝛽 = 1000 and X𝑐𝑜𝑚𝑝 obtained from X𝑖, 𝑖 ∈ {1, . . . , 300}, via equation (3.35). Therefore, the
overall CBC of the interconnected system is obtained to be B(𝑇) = ∑300

𝑖=1 (9.6445 − 0.6911𝑇𝑖 +
0.1396𝑇𝑖2 − 0.0163𝑇𝑖3 + 0.0005𝑇𝑖4), while the suitable controller for the trajectories in 𝑋0 =

𝐿−1(𝑝0) is obtained as 𝜛(𝑇) = [0.59 − 0.011𝑇1; . . . ; 0.59 − 0.011𝑇300]. Then, by utilizing the
results of Corollary 2, we obtain the probability lower bound on the satisfaction of the safety
specification as 0.94.

Figure 3.5 shows the simulation for state trajectories of a representative room in the network
for 10 different noise realizations when starting from region 𝑋2. The computation of CSBC and
corresponding local controller take up to 240 seconds on a machine with Linux Ubuntu 18.04
OS (Intel i7-8665U CPU with 32GB RAM).

Figure 3.5: Closed-loop state trajectories of a representative room for 10 noise realizations in a
network of 300 rooms, starting from a state in 𝑋0. The region 𝑋0 is shown in purple and 𝑋𝑢 is
shown in pink.
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3.5 Conclusion
In this chapter, we proposed a compositional framework for the modular construction of control
barrier certificates for large-scale stochastic control systems. In particular, we considered the
large-scale stochastic control system as an interconnected one composed of smaller subsystems
and proposed the so-called control sub-barrier certificates for subsystems, which are computed
along with local controllers. Then, we provided two different compositional approaches, based on
small-gain and dissipativity theories, respectively, for utilizing the control sub-barrier certificates
to construct control barrier certificates and controllers for the large interconnected system. Using
these control barrier certificates, we were then able to obtain probabilistic guarantees for the
satisfaction of safety specifications. We obtained probabilistic lower bounds on safety satisfaction
over both finite and infinite time horizons.

We also provided a comparison between the two compositional approaches based on the
small-gain theorem as well as the dissipativity theory. We reasoned that the results based on
dissipativity theory are less conservative than the small-gain-based approach in the sense that the
compositionality conditions can be solved irrespective of the number or gains of the subsystem.
Moreover, the dissipativity-based compositionality condition is easier to check due to it being
a simple LMI, and as a result, one is able to optimize the construction of control sub-barrier
certificates with respect to the satisfaction of the compositionality condition. In this chapter,
we utilized an ADMM-based optimization problem in order to do the same. As a result, the
construction of control barrier certificates was also optimized to achieve tight probabilistic lower
bounds on safety satisfaction.

Finally, we illustrated the computation of control sub-barrier certificates for subsystems via
SOS programming, in the case of both small-gain and dissipativity-based approaches. Moreover,
we presented various case studies to demonstrate the effectiveness of the proposed approaches.
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Chapter 4

Formal Verification using k-Inductive
Barrier Certificates

4.1 Introduction

Safety verification of digital hardware and software systems has been traditionally performed
by utilizing inductive invariants, which are properties of the system that can be shown to hold
universally at all the reachable states of the system [42]. On the other hand, barrier certificates
utilized for the verification of continuous-state systems can be viewed as continuous counterparts
of inductive invariants. As described in the previous chapters, barrier certificates for discrete-
time non-stochastic dynamical systems are constructed such that, at every time step of the system
evolution, the value of the barrier certificate remains within a prescribed level set. As a result, this
level set of the barrier certificate can be considered to be the inductive invariant of the continuous
time system. This is also true in the context of stochastic dynamical systems, where barrier
certificates take the role of inductive expectation invariants, as they require the expected value of
the barrier certificates to always be within some level set. However, it must be mentioned that
the traditional barrier certificate conditions presented in the previous chapters for (stochastic)
dynamical systems can be quite restrictive, as the (expected) value of the barrier certificates is
required to be decaying at each time step. Therefore, in the cases that such conditions are not met,
one is unable to find suitable barrier certificates for a system even when it satisfies the desired
safety or reachability specification.

The 𝑘-induction principle, introduced in [112], utilizes more information available about the
system in order to provide easier verification conditions, as encountered in software verifica-
tion [40, 42]. In this chapter, we extend this principle to barrier certificates and propose several
notions of 𝑘-inductive barrier certificates that generalize the traditional barrier certificates and
provide less conservative conditions so that they may be easier to satisfy. As a result, a larger
class of functions can behave as 𝑘-inductive barrier certificates, while still ensuring the satis-
faction of safety or reachability specifications. In particular, we present two different notions
of 𝑘-inductive barrier certificates for discrete-time dynamical systems which provide qualitative
guarantees for the satisfaction of safety specifications. In the context of stochastic dynamical
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systems, we present different notions of 𝑘-inductive barrier certificates for safety and reachability
specifications, respectively, and utilize them to obtain probabilistic guarantees for the satisfaction
of those specifications over infinite time horizons.

4.1.1 Related Literature

Safety and Reachability Verification

There are various techniques in the literature to perform verification of safety and reachability
specifications for discrete state systems. The widely recognized methods include model check-
ing [15] as well as deductive and inductive verification techniques [45]. The former usually relies
on graph reachability computation of finite-state models. Model-checking-based approaches may
also be extended to continuous-state systems by constructing finite state abstractions[122, 114,
71, 1]. Unfortunately, these methods suffer from the curse of dimensionality, and as a result, the
computational complexity grows exponentially with the number of states in the system. On the
other hand, the latter relies on building mathematical proof rules and using logical inferences to
obtain safety or reachability guarantees in software systems. This includes contract-based verifi-
cation [100] and inductive invariants [125] among other approaches. Contract-based approaches
have also been extended to continuous-state systems via assume-guarantee contracts [111, 41].
On the other hand, barrier certificates [96] are continuous-state analogues to inductive invariants.

Barrier Certificate-based Approaches

Barrier certificate-based approaches are inherently discretization-free and have gained consider-
able attention in the past few years. Barrier certificates were first proposed for the verification of
safety specifications in the context of non-stochastic dynamical systems in [96, 95] and were later
extended to reachability specifications in [99, 67]. These approaches have also been extended
to stochastic (hybrid) dynamical systems [97, 61, 129] where supermartingale conditions are
imposed to provide probabilistic guarantees for infinite time horizons. These conditions have
been relaxed by utilizing 𝑐-martingales in [117, 62, 132], but at the cost of providing guarantees
only over finite time horizons.

𝑘-induction principle was first used in the context of continuous-time non-stochastic dynam-
ical systems in [16]. In particular, 𝑘-induction was combined with time-bounded backward
reachability analysis for safety verification. Moreover, the implementation technique used in
the paper above assumes a barrier certificate candidate given a priori and utilizes this to verify
whether the conditions are satisfied. In contrast, the results presented in this chapter are focused
on discrete-time systems, both non-stochastic and stochastic, and do not require any reachability
analysis to provide safety guarantees. Moreover, this chapter does not assume any information on
the existence of barrier certificates and provides a computational approach to search for suitable
barrier certificates.
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4.1.2 Contributions

In Chapter 2, we introduced the barrier certificate-based approach for the verification of safety
and reachability specifications in the context of discrete-time (stochastic) dynamical systems.
These conditions can be restrictive, and as a result, one may not be able to find suitable barrier
certificates even when the system trivially satisfies the concerned properties. In this chapter,
we propose and investigate several notions of 𝑘-inductive barrier certificates that provide less
conservative conditions to verify safety and reachability properties. As a result, larger classes
of functions may act as barrier certificates, making them easier to find. Moreover, we motivate
the use of 𝑘-inductive barrier certificates over traditional ones with the help of several simple
examples as well as case studies.

This chapter is organized as follows. Section 4.2 introduces the preliminary concepts of
induction as well as 𝑘-induction. Then, Section 4.3 focuses on the safety verification of discrete-
time dynamical systems via 𝑘-inductive barrier certificates. In particular, we present two different
notions of 𝑘-inductive barrier certificates which generalize the barrier certificate conditions by
utilizing the 𝑘-inductive barrier certificates. We illustrate via a simple example of a finite state
transition system that even when one cannot compute suitable barrier certificates satisfying the
traditional conditions, it is possible to compute 𝑘-inductive barrier certificates and guarantee
safety satisfaction (see Example 1). We also illustrate that the second notion of 𝑘-inductive
barrier certificates for safety is more expressive than the first (see Example 2). Moreover, under
some mild assumptions on the dynamics of the system and the regions of interest, we provide
two methods to compute 𝑘-inductive barrier certificates based on SOS optimization and SMT
solvers. We also demonstrate the effectiveness of our approach over a numerical case study.

Section 4.4 is concerned with the probabilistic safety verification of discrete-time stochastic
dynamical systems. Similar to Section 4.3, we highlight the restrictiveness of the traditional
barrier certificate conditions and motivate the need for 𝑘-induction via a simple example (finite
Markov chain considered in Example 3). In particular, we show that, due to the supermartingale
condition requirement, traditional barrier certificates may not always exist even when the system
is known to be safe with probability 1, and as a result, one obtains a trivial probability lower bound
of 0 for safety satisfaction. We then propose a new notion of 𝑘-inductive barrier certificates which
does not impose any supermartingale requirement on the barrier certificate conditions, while still
providing probability lower bounds over infinite time horizons. Then, under assumptions on the
underlying dynamics of the systems, we provide an SOS-based approach for the computation of
𝑘-inductive barrier certificates. We also demonstrate the efficacy of our results via a case study.

In Section 4.5, we are concerned with the probabilistic verification of discrete-time stochastic
dynamical systems against reachability specifications. In this context, we propose two different
notions of 𝑘-inductive barrier certificates that provide probabilistic guarantees of reachability
satisfaction over unbounded time horizons. While the first notion allows computing a probability
lower bound of satisfying reachability, the second one (if existing) can be utilized to achieve
almost sure reachability guarantees (i.e., with probability 1). We demonstrate the utility of
our proposed notions using illustrative examples (see Example 4) and provide a computational
approach to obtain 𝑘-inductive barrier certificates via SOS programming. Finally, we demonstrate
the effectiveness of our approach with the help of a case study.
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We must mention that the results presented in this chapter appear in publications [8, 9]. In
particular, contents presented in Section 4.3 appear in [8], which are results published at the 60th

Conference on Decision and Control. On the other hand [9] covers the contents of Section 4.4 and
Section 4.5 and has been published at the 25th ACM Conference on Hybrid Systems: Computation
and Control. The contents of this chapter are a result of collaboration with Vishnu Murali,
Ashutosh Trivedi, and Majid Zamani. The author of the thesis is credited with the majority of
the technical results, implementation, as well as preparation of the manuscript. Vishnu Murali
is credited particularly with the formulation of the examples, computation of 𝑘-inductive barrier
certificates via 𝛿-complete decision procedures in Section 4.3.2, partial implementation of the
results of Section 4.3.3, Definition 22 and Theorem 11 of Section 4.5, as well as presenting the
figures and revising the manuscript. Ashutosh Trivedi and Majid Zamani provided the necessary
support and supervision.

4.2 The 𝑘-Induction Principle
In this section, we introduce the preliminary concept of 𝑘-induction, which will be utilized
throughout this chapter. In general, an inductive proof for a property 𝑃 consists of a base case,
an inductive hypothesis and an inductive step. In a standard inductive proof, also called weak
induction, the inductive hypothesis consists of an assumption that the property 𝑃 holds at any
given step, which is used to imply that the property also holds in the next step. Formally, the
induction for property 𝑃 is formulated as follows:(

𝑃(0) ∧ ∀
𝑡∈N
(𝑃(𝑡) =⇒ 𝑃(𝑡+1))

)
=⇒ ∀

𝑡∈N
𝑃(𝑡).

On the other hand, the inductive hypothesis of 𝑘-induction assumes that the property 𝑃 holds
at all steps until the 𝑘 th step. The stronger inductive hypothesis weakens the need to enforce the
consequent due to the availability of additional information. Mathematically, a 𝑘-inductive proof
for property 𝑃 is described as:( ∧

0≤𝑖<𝑘
𝑃(𝑖) ∧ ∀

𝑡∈N

( ∧
0≤𝑖<𝑘

(
𝑃(𝑡+𝑖)

)
=⇒ 𝑃(𝑡+𝑘)

))
=⇒ ∀

𝑡∈N
𝑃(𝑡).

In 𝑘-induction, the base case requires the property to be shown to hold true in the first 𝑘 steps.
The inductive step then allows us to show that if the property 𝑃 holds true in 𝑘 consecutive steps,
then consequently it holds true in the (𝑘 + 1)th step as well and so it must hold true for any time
step.

4.3 Safety Verification of Dynamical Systems
In this section, we consider non-stochastic discrete-time dynamical systems (dt-DS) defined in
Definition 1 in the absence of control inputs:
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𝑥 = 1 𝑥 = 1.5 𝑥 = 2 𝑥 = 0

𝑥 = 1.75 𝑥 = 2.25 𝑥 = 2.75 𝑥 = 1.25

Figure 4.1: A finite state system 𝔖 with the unsafe state shaded in red.

𝔖 : x(𝑡 + 1) = 𝑓 (x(𝑡)), (4.1)

where, similar to Definition 1, x : N → 𝑋 is the state sequence of the system, and x𝑥0 refers to
the state sequence starting from the initial condition x𝑥0 (0) = 𝑥0. We are interested in verifying
safety specifications for 𝔖 such that the state sequences x𝑥0 do not visit any unsafe regions. In
other words, we would like to provide a solution to Problem 1 described in Chapter 2.

One potential solution to solve Problem 1 is to utilize a barrier certificate-based approach,
as described in Section 2.5. By considering barrier certificates for safety as in Definition 5, one
is able to provide sufficient conditions for the satisfaction of safety specifications. In particular,
to prove that a system is safe, it suffices to discover a barrier certificate. The search for a
barrier certificate can be performed in a principled fashion by restricting the search space to a
given template (e.g., polynomial functions of a specified degree) and then employing appropriate
search techniques such as sum-of-squares (SOS) programming [93] or satisfiability modulo theory
(SMT) solvers [39] to compute barrier certificates satisfying conditions (2.8)-(2.10). However,
condition (2.10) can be quite conservative as it requires the desired barrier certificate to decay at
every time step/transition. Therefore, in many cases, no suitable barrier certificate with a given
template can be found even when the system is trivially safe. This is illustrated with the help of
a simple finite system, as described below.

Example 1. Consider a finite system 𝔖 as shown in Figure 4.1 (©2021 IEEE) with 𝑥 ∈ 𝑋 =

{0, 1, 1.25, 1.5, 1.75, 2, 2.25, 2.75} as the states of the system with 𝑥 = 1 as the initial state and
𝑥 = 2.75 as the unsafe state. We want to verify that the unsafe state 𝑥 = 2.75 is never visited by any
state sequence of the system. One can immediately see that this property trivially holds, as there
is no way to reach the state 𝑥 = 2.75 from the initial state 𝑥 = 1. Unfortunately, we cannot utilize
barrier certificates provided in Definition 5 to obtain safety guarantees for the system, when, for
instance, the template of barrier certificates is fixed to be linear, i.e., B(𝑥) = 𝑎𝑥 + 𝑏. This can be
shown as follows. From condition (2.8) for the initial state 𝑥 = 1, we have 𝑎 + 𝑏 <= 0. Similarly,
from condition (2.9) for the unsafe state 𝑥 = 2.75, we have that 2.75𝑎 + 𝑏 > 0. Now, utilizing
condition (2.10) for the transition from the state 𝑥 = 2 to 𝑥 = 0, we get the inequality 𝑎 ≥ 0.
Similarly, for the transition from the state 𝑥 = 1.5 to 𝑥 = 2, we obtain 𝑎 ≤ 0. The only possible
solution is 𝑎 = 0, from which we obtain the barrier certificate as B(𝑥) = 𝑏. But this results in a
contradiction between conditions (2.8) and (2.9). Therefore, no linear barrier certificate exists
for this system, even though the system satisfies the safety property.
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One can observe that the standard notion of the barrier certificates as in Definition 5 are
comparable to inductive proofs. To clarify this, condition (2.8) presents as the base case, where
the values of the barrier certificate at initial states of the system are such that the state sequence
always begins from the safe set. Then, condition (2.10) is analogous to the inductive step which
ensures that the value of the barrier certificate is non-increasing at each time step so that the
state sequence never reaches the unsafe set due to condition (2.9). However, due to the weaker
construction of the inductive hypothesis, condition (2.10) is difficult to satisfy.

In the remainder of this section, we seek to alleviate the conservatism of the traditional
barrier certificate conditions (2.8)-(2.10) of Definition 5. In particular, we leverage the 𝑘-
induction principle, often utilized in the context of software verification [42, 22], and propose
a modified notion of barrier certificates, that we call 𝑘-inductive barrier certificates. We show
that the constraints of these barrier certificates are more relaxed than the original ones, while still
guaranteeing safety satisfaction. This makes the discovery of barrier certificates easier, as more
functions will satisfy the 𝑘-inductive barrier certificate conditions. For instance, we show that
Example 1 admits a 𝑘-inductive linear barrier certificate even though it does not admit a standard
one. In what follows, we introduce two different notions of 𝑘-inductive barrier certificates that
utilize this principle to provide sufficient conditions for ensuring safety.

4.3.1 𝑘-Inductive Barrier Certificates for Safety
In this subsection, we introduce two different notions of 𝑘-inductive barrier certificates and
illustrate their merits with examples. First, we present the following notion.

Definition 19. We say that a function B : 𝑋 → R is a 𝑘-inductive barrier certificate for the dt-DS
𝔖 with respect to a set of initial states 𝑋0 ⊆ 𝑋 and a set of unsafe states 𝑋𝑢 ⊆ 𝑋 , if there exist
𝑘 ∈ N≥1, 𝜖 ∈ R≥0, and 𝑑 > 𝑘𝜖 such that following conditions hold:

B(𝑥) ≤ 0 for all 𝑥 ∈ 𝑋0, (4.2)
B(𝑥) ≥ 𝑑 for all 𝑥 ∈ 𝑋𝑢, (4.3)
B( 𝑓 (𝑥)) − B(𝑥) ≤ 𝜖 for all 𝑥 ∈ 𝑋, (4.4)
B( 𝑓𝑘 (𝑥)) − B(𝑥) ≤ 0 for all 𝑥 ∈ 𝑋. (4.5)

Now, we present the first result of this chapter and utilize the above definition of 𝑘-inductive
barrier certificates to provide safety guarantees.

Theorem 8. Consider a discrete-time dynamical system 𝔖. If there exists a 𝑘-inductive barrier
certificate B : 𝑋 → R for 𝔖 such that it is a 𝑘-inductive barrier certificate as in Definition 19
with respect to initial set 𝑋0 ⊆ 𝑋 and unsafe set 𝑋𝑢 ⊆ 𝑋 , then state sequences x𝑥0 of 𝔖 starting
from 𝑥0 ∈ 𝑋0 never reach the unsafe region 𝑋𝑢.

Proof. We begin the proof by assuming that there exists a function B : 𝑋 → R such that
conditions (4.2)-(4.5) hold but the system is not safe, i.e, there exists some time 𝑇 ∈ N such that
x(𝑇) ∈ 𝑋𝑢. Let 𝑇 = 𝑖𝑘 + 𝑘′, for some 𝑖 ∈ N and 𝑘′ < 𝑘 . For a state sequence x𝑥0 starting from
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B = 𝑑

B = 0

𝑋0 𝑋𝑢

Figure 4.2: Safety verification using 𝑘-inductive barrier certificates presented in Definition 19.

x𝑥0 (0) = 𝑥0, from conditions (4.2) and (4.3), we have B(𝑥0) ≤ 0 and B(x𝑥0 (𝑖𝑘 + 𝑘′)) ≥ 𝑑. From
condition (4.4) and induction, we have that

B(x𝑥0 (𝑖𝑘 + 𝑘′)) ≤ B(x𝑥0 (𝑖𝑘)) + 𝑘′𝜖 ≤ B(x𝑥0 (𝑖𝑘)) + 𝑘𝜖 .

From (4.5) and induction, we get B(x𝑥0 (𝑖𝑘)) ≤ 𝐵(𝑥0). From the two inequalities and condi-
tion (4.2), we obtain

B(x𝑥0 (𝑖𝑘 + 𝑘′)) − B(𝑥0) ≤ 𝑘𝜖 < 𝑑.
This is a contradiction to (4.3), implying that x𝑥0 (𝑇) ∉ 𝑋𝑢. Therefore, the state sequences x𝑥0 of
𝔖 that begin from 𝑥0 ∈ 𝑋0 remain in the safe regions. □

Remark 22. Note that the first definition of 𝑘-inductive barrier certificates presented in this
paper (see Definition 19) is similar to the Type 2 barrier functions studied in [52]. However, our
formulation is in the context of discrete-time systems rather than continuous-time ones as in [52].
Moreover, conditions in [52] ask for strict contraction of the barrier certificates from the initial
set after a certain time period, whereas our conditions are more relaxed.

Safety verification utilizing 𝑘-inductive barrier certificates presented in Definition 19 is
demonstrated in Figure 4.2. In condition (4.5), the value of the barrier certificate needs to
be non-increasing only after every 𝑘 time steps rather than at each time step. However, the
additional condition (4.4) is required to ensure that state sequences do not reach unsafe regions
within 𝑘 time steps. Note that when 𝑘 = 1, 𝜖 = 0, and 𝑑 ∈ R>0 is a small positive number, condi-
tions (4.2)-(4.5) reduce to standard barrier certificate conditions (2.8)-(2.10). We now illustrate
𝑘-inductive barrier certificates as in Definition 19 by utilizing the finite system considered in
Example 1.

Example 1 (Continued). Consider the finite system shown in Figure 4.1 (©2021 IEEE). In the
previous section, we proved that no linear barrier certificate satisfying (2.8)-(2.10) exists for the
system. Now, we show that we can instead utilize 𝑘-inductive barrier certificates to guarantee that
the system indeed satisfies safety specifications. Consider a linear 𝑘-inductive barrier certificate
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as in Definition 19 given byB(𝑥) = 𝑥−1 with 𝑘 = 3. Then, by assigning 𝜖 = 0.5 and 𝑑 = 1.6, it can
be immediately observed that condition (4.2) is satisfied for initial state 𝑥 = 1 and similarly, (4.3)
is satisfied for unsafe state 𝑥 = 2.75. Moreover, for all 1-step transitions possible in the system,
we can verify that condition (4.4) also holds. Similarly, for all the possible 3-step transitions
from the initial state to the unsafe state, condition (4.5) is valid. Therefore, it can be inferred that
B(𝑥) = 𝑥 − 1 is indeed a 3-inductive barrier certificate as in Definition 19 that verifies the safety
of the system.

As required by the 𝑘-induction principle, 𝑘-inductive barrier certificates in Definition 19
ensure the safety of the system for 𝑘 consecutive steps by ensuring only a bounded increase at
every step via condition (4.4). The non-increase of B(𝑥) after every 𝑘 steps via condition (4.4)
is required to ensure the safety of the system at the (𝑘 + 1)𝑡ℎ step, thus capturing the inductive
step of the proof. Note that the system remains safe as long as the barrier certificate remains
in the set B(𝑥) < 𝑑 for all time. However, due to condition (4.5), the barrier certificate cannot
stay in the set B(𝑥) < 𝑑 forever and must eventually return to the set B(𝑥) ≤ 0, leading to some
conservatism in the approach.

To better capture the requirements of 𝑘-induction, we present a different notion of 𝑘-inductive
barrier certificates which provides us with less conservative conditions.

Definition 20. We say that a function B : 𝑋 → R is a 𝑘-inductive barrier certificate for the dt-DS
𝔖 with respect to a set of initial states 𝑋0 ⊆ 𝑋 and a set of unsafe states 𝑋𝑢 ⊆ 𝑋 , if there exists
𝑘 ∈ N≥1 such that following holds:

∧
0≤𝑖<𝑘

B( 𝑓𝑖 (𝑥)) ≤ 0 for all 𝑥 ∈ 𝑋0, (4.6)

B(𝑥) > 0 for all 𝑥 ∈ 𝑋𝑢, (4.7)∧
0≤𝑖<𝑘

(B( 𝑓𝑖 (𝑥)) ≤ 0) =⇒ B( 𝑓𝑘 (𝑥)) ≤ 0 for all 𝑥 ∈ 𝑋. (4.8)

Now we present the following theorem to utilize 𝑘-inductive barrier certificates as in Defini-
tion 20 to obtain safety guarantees for the dt-DS 𝔖

Theorem 9. Consider a dt-DS 𝔖. If there exists a function B : 𝑋 → R for 𝔖 such that it is a
𝑘-inductive barrier certificate as in Definition 20 with respect to initial set 𝑋0 ⊆ 𝑋 and unsafe set
𝑋𝑢 ⊆ 𝑋 , then the state sequences x𝑥0 of 𝔖 starting from 𝑥0 ∈ 𝑋0 never reach the unsafe region
𝑋𝑢.

Proof. Assume that 𝑘-inductive barrier certificate as in Definition 20 exists for the dt-DS 𝔖 but
it is not safe, i.e., for some state sequence x𝑥0 starting from 𝑥0, there exists some 𝑇 ∈ N such
that B(x𝑥0 (𝑇)) ∈ 𝑋𝑢. Then, from condition (4.7), we must have B(x𝑥0 (𝑇)) > 0. Condition
(4.6) implies that B(x𝑥0 (0)) ≤ 0, B(x𝑥0 (1)) ≤ 0, . . . , B(x𝑥0 (𝑘 − 1)) ≤ 0, which means that the
state sequences starting from the safe set will definitely stay in the safe set for the next 𝑘 − 1
consecutive time steps. From condition (4.8), we have that for any given 𝑘 consecutive time steps,
if the system is safe, then the system will remain safe in the (𝑘 +1)th time step. Then, by applying
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Figure 4.3: Safety verification using 𝑘-inductive barrier certificates presented in Definition 20.

the 𝑘-induction proof rule with (4.6) as the base case and (4.8) as the inductive hypothesis, we
have that B(x𝑥0 (𝑡)) ≤ 0 for all 𝑡 ∈ N. This is contradictory to condition (4.7). Therefore, the
state sequences x𝑥0 of system 𝔖 starting from 𝑥0 ∈ 𝑋0 remain safe for all time. □

Note that Definition 20 is similar to 𝑡-barrier certificates presented in [16] for continuous-
time systems, except the latter uses the contrapositive equivalent of the logical implication in
the inductive step in combination with backwards reachability analysis. We observe that for the
value of 𝑘 = 1, any 𝑘-inductive barrier certificate satisfying (4.2)-(4.5) also satisfies (4.6)-(4.8).
Furthermore, unlike conditions (2.13) or (4.4), condition (4.8) does not impose a non-increasing
or bounded increase requirement between B( 𝑓 (𝑥)) and B(𝑥). The graphical demonstration of 𝑘-
inductive barrier certificates as in Definition 20 is presented in 4.3. We now illustrate 𝑘-inductive
barrier certificates as in Definition 20 by once again considering the finite system in Example 1.

Example 1 (Continued). Consider the finite system shown in Figure 4.1. We now utilize 𝑘-
inductive barrier certificates as in Definition 20 to prove that the system satisfies the required
safety specification. Let B be a linear function defined as B(𝑥) = 𝑥 − 2. We show that B is
a 𝑘-inductive barrier certificate as in Definition 20 with 𝑘 = 2 as follows. Condition (4.6) is
shown to be satisfied because B(𝑥) ≤ 0 for the state 𝑥 = 1 and its consecutive states 𝑥 = 1.5
and 𝑥 = 2. Similarly, condition (4.7) is true as B(𝑥) > 0 at the unsafe state 𝑥 = 2.75. In order
to show condition (4.8), we first consider all states 𝑥 where B(𝑥) ≤ 0. The set of states which
satisfy this condition is {0, 1, 1.25, 1.5, 1.75, 2}. For any two-step transitions from the states in
the set {0, 1, 1.25, 1.5, 2}, we see that the antecedent of (4.8) holds, and so does the consequent.
Hence, the logical implication in condition (4.8) holds. For the state 𝑥 = 1.75, even though
B(𝑥) ≤ 0, after one transition we have B( 𝑓 (𝑥)) > 0. Therefore, the antecedent automatically
fails to hold and condition (4.8) is satisfied. Finally for the remaining states in 𝔖, since B(𝑥) > 0,
the antecedent is false and so condition (4.8) is true. The logical implication is valid in all the
cases, which proves that the function B(𝑥) = 𝑥 − 2 is indeed a 2-inductive barrier certificate that
guarantees the satisfaction of safety.

We now illustrate the merits of 𝑘-inductive barrier certificates as in Definition 20 over those
of Definition 19 by showing that there exist systems that do not admit linear 𝑘-inductive barrier
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Figure 4.4: A finite state system 𝔖′ with the unsafe state shaded in red.

certificates satisfying conditions (4.2)-(4.5) for any 𝑘 ∈ N≥1, but admit linear 𝑘-inductive barrier
certificates satisfying conditions (4.6)-(4.8) for some 𝑘 ∈ N≥1.

Example 2. Let us consider the finite system 𝔖′ shown in Figure 4.4 (©2021 IEEE) with 𝑥 ∈
𝑋 = {1, 2, 3, 5, 6, 7} as the states of the system, 𝑥 = 2 as the initial state and 𝑥 = 6 as the unsafe
state. Similar to Example 1, we see that the system is trivially safe. Suppose that a 𝑘-inductive
barrier certificate as in Definition 19 of the form B(𝑥) = 𝑎𝑥 + 𝑏 exists for the system. When
𝑘 = 1, there exists no such 𝑘-inductive barrier certificate based on the discussion in Example
1. Therefore, we assume that 𝑘 ≥ 2. We let 𝑑 and 𝜖 take any value in R>0 such that 𝑑 > 𝑘𝜖 .
Due to the self-loop at the state 𝑥 = 3, we have 𝑓 𝑘 (3) = 3 for any 𝑘 . By applying condition
(4.2) at the initial state 𝑥 = 2, we get B(𝑥 = 2) = 2𝑎 + 𝑏 ≤ 0. Similarly, by applying condition
(4.3) at the unsafe state 𝑥 = 6, we have 6𝑎 + 𝑏 ≥ 𝑑 > 0. From the above inequalities, we get
𝑎 ≥ 0. Now, from condition (4.5) for a 𝑘-step transition from 𝑥 = 2 to 𝑥 = 3 for any 𝑘 ≥ 2, we
have B(3) −B(2) = 𝑎 ≤ 0. This results in a contradiction, concluding that there exists no linear
𝑘-inductive barrier certificate as in Definition 19 for the system 𝔖′ and therefore, safety cannot be
verified. Now, we show that formulating 𝑘-inductive barrier certificates via Definition 20 allows
us to provide safety guarantees. Let B(𝑥) = 𝑥 − 5 and 𝑘 = 2. One can see that conditions (4.6)
and (4.7) are trivially satisfied. For 𝑥 ∈ {2, 3, 5}, we have B(𝑥) ≤ 0 and, hence, (4.8) is satisfied.
For 𝑥 ∈ {6, 7}, the antecedent of the implication is false which validates (4.8). Similarly, for the
state 𝑥 = 1, we have B(𝑥) ≤ 0, but since B( 𝑓 (𝑥)) = B(7) > 0, the antecedent of the implication
is once again false due to which (4.8) is true. Thus, the above system is shown to be safe using
linear 𝑘-inductive barrier certificates according to Definition 20.

4.3.2 Computation of 𝑘-Inductive Barrier Certificates

In this section, we provide suitable computational approaches for synthesizing 𝑘-inductive barrier
certificates. We propose two different systematic methods for computing 𝑘-inductive barrier
certificates as presented in Definition 19 and Definition 20, respectively. The first one is based
on sum-of-squares (SOS) optimization, while the second one utilizes the 𝛿-complete procedures
over the reals [51].
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Sum-of-Squares Optimization

For the synthesis of suitable 𝑘-inductive barrier certificates based on Definition 19, one can
reformulate conditions (4.2)-(4.5) as an SOS optimization problem [93], similar to the approach
presented in the previous chapters. This means that when the underlying dynamics of the
system 𝔖 is polynomial and the initial set 𝑋0 and unsafe set 𝑋𝑢 are semi-algebraic [20], we cast
conditions (4.2)-(4.5) as a collection of SOS constraints in order to compute a suitable polynomial
𝑘-inductive barrier certificate of a predefined degree. We now state the following assumption,
which is similar to Assumptions 3 and 5 presented in the previous chapters:

Assumption 6. The dt-DS 𝔖 has a continuous state set 𝑋 ⊆ R𝑛, and its transition function
𝑓 : 𝑋 → 𝑋 is a polynomial function of the state 𝑥.

Under Assumption 6, conditions (4.2)-(4.5) can be formulated as a set of SOS constraints,
which is given by the following lemma.

Lemma 5. Suppose Assumption 6 holds for the dt-DS 𝔖 and sets 𝑋 , 𝑋0 and 𝑋𝑢 are semi-
algebraic and can be described as vectors of polynomial inequalities: 𝑋 = {𝑥 ∈ R𝑛 | 𝑔(𝑥) ≥ 0},
𝑋0 = {𝑥 ∈ R𝑛 | 𝑔0(𝑥) ≥ 0}, and 𝑋𝑢 = {𝑥 ∈ R𝑛 | 𝑔𝑢 (𝑥) ≥ 0}, respectively, where the
inequalities are provided element-wise. Suppose there exists a polynomial B(𝑥), constants
𝑘 ∈ N≥1, 𝜖 ≥ 0, and 𝑑 > 𝑘𝜖 and sum-of-squares polynomials 𝜆(𝑥), �̂�(𝑥), 𝜆0(𝑥), and 𝜆𝑢 (𝑥) of
appropriate dimensions such that the following expressions are sum-of-squares polynomials:

− B(𝑥) − 𝜆𝑇0 (𝑥)𝑔0(𝑥), (4.9)
B(𝑥) − 𝜆𝑇𝑢 (𝑥)𝑔𝑢 (𝑥) − 𝑑, (4.10)
− B( 𝑓 (𝑥)) + B(𝑥) − 𝜆𝑇 (𝑥)𝑔(𝑥) + 𝜖, (4.11)
− B( 𝑓 𝑘 (𝑥)) + B(𝑥) − �̂�𝑇 (𝑥)𝑔(𝑥). (4.12)

Then, functionB(𝑥) is a 𝑘-inductive barrier certificate as in Definition 19 satisfying conditions
(4.2)-(4.5).

The proof of Lemma 5 is similar to those of Lemmas 1 and 4, and is omitted from the thesis.

𝛿-Complete Decision Procedures over Reals (dReal)

The SOS optimization problem described in the previous subsection requires the set of constraints
to be in conjunctive form. In other words, SOS handles optimization problems when the con-
straints are written as conjunctions (logical AND) of one another. However, 𝑘-inductive barrier
certificates as defined in Definition 20 require the satisfaction of a logical implication (condition
(4.8)), which cannot be checked using the SOS approach. Therefore, in order to synthesize suit-
able 𝑘-inductive barrier certificates as in Definition 20, we reformulate conditions (4.6)-(4.8) as a
feasibility expression with an existential and universal quantifier and make use of the satisfiability
modulo theory (SMT) solver dReal [51, 53] and the universal clause pruning approach used in
[69] to handle this quantifier alternation. We now state the following assumption that is required
to synthesize 𝑘-inductive barrier certificates using this approach.
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Assumption 7. The dt-DS 𝔖 has a compact set 𝑋 ⊂ R𝑛, and the initial and unsafe sets 𝑋0 and
𝑋𝑢, respectively, are bounded semi-algebraic sets.

Under Assumption 7, one can reformulate conditions (4.6)-(4.8) as a feasibility formula whose
satisfaction by an SMT solver returns a suitable parametric 𝑘-inductive barrier certificate. We
define a parametric 𝑘-inductive barrier certificate with unknown coefficients 𝑐𝑖 ∈ R and basis
functions 𝑏𝑖 (𝑥) as B(𝑐, 𝑥) = ∑𝑚

𝑖=1 𝑐𝑖𝑏𝑖 (𝑥). For a polynomial 𝑘-inductive barrier certificate, the
basis functions 𝑏𝑖 (𝑥) are monomials over 𝑥. We encode conditions (4.6)-(4.8) with the help of
the following formulae:

𝜓𝑎𝑛𝑡𝑒 (𝑐, 𝑥) =
( ∧

0≤𝑖<𝑘

(
B(𝑐, 𝑓 𝑖 (𝑥)) + 𝛿 ≤ 0

) )
, (4.13)

𝜓𝑢𝑛𝑠𝑎 𝑓 𝑒 (𝑐, 𝑥) = B(𝑐, 𝑥) − 𝛿 > 0, (4.14)
𝜓𝑐𝑜𝑛𝑠 (𝑐, 𝑥) = B(𝑐, 𝑓 𝑘 (𝑥)) + 𝛿 ≤ 0, (4.15)
𝜓𝑐1(𝑐, 𝑥) = (𝑥 ∈ 𝑋0 =⇒ 𝜓𝑎𝑛𝑡𝑒 (𝑐, 𝑥)), (4.16)
𝜓𝑐2(𝑐, 𝑥) = (𝑥 ∈ 𝑋𝑢 =⇒ 𝜓𝑢𝑛𝑠𝑎 𝑓 𝑒 (𝑐, 𝑥)), (4.17)
𝜓𝑐3(𝑐, 𝑥) = (𝜓𝑎𝑛𝑡𝑒 (𝑐, 𝑥) =⇒ 𝜓𝑐𝑜𝑛𝑠 (𝑐, 𝑥)), (4.18)
𝜓𝑐𝑜𝑛𝑑1(𝑐) = ∀𝑥 ∈ 𝑋 (𝜓𝑐1(𝑐, 𝑥)), (4.19)
𝜓𝑐𝑜𝑛𝑑2(𝑐) = ∀𝑥 ∈ 𝑋 (𝜓𝑐2(𝑐, 𝑥)), (4.20)
𝜓𝑐𝑜𝑛𝑑3(𝑐) = ∀𝑥 ∈ 𝑋 (𝜓𝑐3(𝑐, 𝑥)), (4.21)
𝜓𝑏𝑎𝑟 (𝑐) = (𝜓𝑐𝑜𝑛𝑑1(𝑐) ∧ 𝜓𝑐𝑜𝑛𝑑2(𝑐) ∧ 𝜓𝑐𝑜𝑛𝑑3(𝑐)), (4.22)

where 𝛿 ∈ R>0 is a tolerance parameter to ensure the satisfaction of conditions (4.6)-(4.8) via
𝛿-complete decision procedures. Then, a function B(𝑥) is a 𝑘-inductive barrier certificate if the
formula 𝜙 = ∃𝑐𝜓𝑏𝑎𝑟 (𝑐) is satisfiable. In other words, there must exist coefficients 𝑐𝑖 ∈ R, 𝑖 ∈
{1, . . . , 𝑚}, of the 𝑘-inductive barrier certificate such that the formula 𝜓𝑏𝑎𝑟 (𝑐) holds over the
bounded state set. We note that 𝜙 is a formula with one quantifier alternation where a universal
quantifier over state variables 𝑥 follows the existential quantifier over coefficients 𝑐, and the state
variables are in a bounded domain. To ensure all variables are in a bounded domain, we also
bound the coefficients 𝑐 to lie in a fixed interval. To determine the satisfiability of 𝜙, we make
use of the branch-and-prune algorithm of dReal [53] in conjunction with the universal clause
pruning approach presented in [69] to handle the quantifier alternation. dReal handles bounded
logical formulae over nonlinear functions using Interval Constraint Propagation (ICP) [18] as
the underlying theory solver. Given a formula 𝜙, the algorithm either returns 𝛿-sat if there exist
intervals of size at most 𝛿 such that 𝜙 is satisfiable in those intervals, or it returns unsat indicating
𝜙 is unsatisfiable. Since all the variables are bounded, they can instead be considered as intervals,
i.e., each variable takes any value in its associated interval. We define a box 𝐵 to be a product of
these intervals. We use 𝐵𝑐 to specify the intervals of the box 𝐵 that correspond to the coefficient
variables 𝑐, and similarly, 𝐵𝑥 specifies the intervals that correspond to state variables 𝑥. ICP
takes the box 𝐵𝑐 and the formula 𝜙 as input and computes those points in the interval that do
not satisfy the constraint via a fixed point algorithm. It then prunes the box by removing these
points from the interval. If the maximum width of the box is larger than 𝛿, it then branches by
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selecting a coefficient variable 𝑐𝑖 and divides its associated interval 𝐼𝑐𝑖 into two halves, resulting
in two new boxes. These boxes are pushed onto a stack 𝑆, and the algorithm then iterates over
the boxes present in 𝑆, by pruning and branching until 𝑆 is empty or the size of a box is small
enough, i.e., within 𝛿. For the sake of completeness, the branch-and-prune approach described
above is presented in Algorithm 1.

Now, we utilize the universal clause pruning algorithm to handle the universal quantifier over
state variables 𝑥. To do this, we rewrite (4.21) as

𝜓𝑐𝑜𝑛𝑑3(𝑐) = ∀𝑥 ∈ 𝑋
( ∨

0≤𝑖≤𝑘
ℎ𝑖 (𝑐, 𝑥) > 0

)
,

where ℎ𝑖 (𝑐, 𝑥) = B(𝑐, 𝑓 𝑖 (𝑥)) + 𝛿 for all 0 ≤ 𝑖 < 𝑘 and ℎ𝑘 (𝑐, 𝑥) = −B(𝑐, 𝑓 𝑘 (𝑥)) − 𝛿. We then
prune on this constraint using Algorithm 2. We consider 𝛿′, 𝜀 ∈ R such that 0 < 𝛿′ < 𝜀 < 𝛿.
The calls to the Prune and Solve function are for the universal quantifier-free formulae which rely
on the techniques in [53] for pruning and solving. We repeat the same procedure for conditions
(4.19) and (4.20) and note that the universal quantifier commutes over conjunction.

Algorithm 1 Algorithm for ICP adapted from [51] for barrier certificates
function ICP(𝐵𝑐, 𝜓𝑐𝑜𝑛𝑑1(𝑐), 𝜓𝑐𝑜𝑛𝑑2(𝑐), 𝜓𝑐𝑜𝑛𝑑3(𝑐), 𝑆)

𝑆.push(𝐵𝑐)
while 𝑆 ≠ ∅ do

𝐵← 𝑆.pop()
𝐵1 ← 𝑃𝑟𝑢𝑛𝑒𝐵(𝐵, 𝐵𝑥 , 𝜓𝑐𝑜𝑛𝑑1(𝑐), 𝛿′, 𝜀, 𝛿)
𝐵2 ← 𝑃𝑟𝑢𝑛𝑒𝐵(𝐵1, 𝐵𝑥 , 𝜓𝑐𝑜𝑛𝑑2(𝑐), 𝛿′, 𝜀, 𝛿)
𝐵3 ← 𝑃𝑟𝑢𝑛𝑒𝐵(𝐵2, 𝐵𝑥 , 𝜓𝑐𝑜𝑛𝑑3(𝑐), 𝛿′, 𝜀, 𝛿)
if 𝐵3 ≠ ∅ then

if |𝐼𝑐𝑖 | ≥ 𝛿 then
{𝐵′, 𝐵′′} ← 𝐵𝑟𝑎𝑛𝑐ℎ(𝐵, 𝑖)
𝑆.push(𝐵′, 𝐵′′)

else
return sat

return unsat

Remark 23. The proposed approach above can also be used to find suitable 𝑘-inductive barrier
certificates as in Definition 19. Also, the use of SMT solvers allows one here to propose a more
sophisticated form of Definition 19 where instead of requiring that for all states 𝑥 ∈ 𝑋 every
sequence of 𝑘-transitions result in a net decrease in the value of the barrier certificate, one may
require it only for those states with the value of the barrier certificate bounded from above by 𝑑.

4.3.3 Case Study
For our case study, we consider the discrete-time model of a source-free series RLC circuit with
state variables 𝑖, 𝑣 denoting the inductor current and capacitor voltage. The dynamics can be
given by the following difference equations:
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Algorithm 2 Algorithm for universal clause pruning adapted from [69] for 𝜓𝑐𝑜𝑛𝑑3(𝑐)
function PruneB(𝐵𝑐, 𝐵𝑥 , 𝜓𝑐𝑜𝑛𝑑3(𝑐), 𝛿′, 𝜀, 𝛿)

repeat
𝐵
𝑝𝑟𝑒𝑣
𝑐 ← 𝐵𝑐

𝜓𝑐𝑜𝑢𝑛𝑡 ←
∧

0≤𝑖≤𝑘
(ℎ𝑖 (𝑐, 𝑥) < −𝜀)

𝑥𝑐𝑜𝑢𝑛𝑡 ← 𝑆𝑜𝑙𝑣𝑒(𝜓𝑐𝑜𝑢𝑛𝑡 , 𝛿′)
if 𝑥𝑐𝑜𝑢𝑛𝑡 = ∅ then

return 𝐵𝑐
for 𝑖 ∈ {0, . . . 𝑘} do

𝐵𝑖 ← 𝐵𝑐 ∩ Prune(𝐵𝑐, ℎ𝑖 (𝑐, 𝑥𝑐𝑜𝑢𝑛𝑡) ≥ 0)
𝐵𝑐 ←

⊔𝑘
𝑖=0 𝐵

𝑖

until
𝐵𝑐 ≠ 𝐵

𝑝𝑟𝑒𝑣
𝑐

return 𝐵𝑐

𝔖 :

{
𝑖(𝑡 + 1) = 𝑖(𝑡) + 𝜏𝑠 (−𝑅𝐿 𝑖(𝑡) + −

1
𝐿
𝑣(𝑡)),

𝑣(𝑡 + 1) = 𝑣(𝑡) + 𝜏𝑠 1
𝐶
𝑖(𝑡),

(4.23)

where 𝜏𝑠 = 0.5𝑠 is the sampling time, 𝑅 = 3Ω is the series resistance, 𝐿 = 8H is the
series inductance, and 𝐶 = 0.5F is the capacitance of the circuit. Let the state set be 𝑋 =

[−1, 5] × [−4, 4]. The initial set and the unsafe set are given by 𝑋0 = [0, 0.5] × [0, 1] and
𝑋𝑢 = [1, 5] × [−4, 4], respectively. We consider a function of the parametric form B(𝑖, 𝑣) =
𝑐1𝑖

2 + 𝑐2𝑣
2 + 𝑐3 and attempt to compute suitable coefficients 𝑐1, 𝑐2, 𝑐3 ∈ R such that B(𝑖, 𝑣) is

a standard barrier certificate as defined in Definition 5. To do so, we utilize SOSTools [98] in
conjunction with SeDuMi [119] on MATLAB to reformulate conditions (2.8)-(2.10) as an SOS
optimization problem. However, we see that there exist no values of 𝑐1, 𝑐2, 𝑐3 such that B(𝑖, 𝑣)
conditions (2.8)-(2.10) are satisfied. Therefore, using the standard barrier certificate approach,
one cannot verify the safety of dt-DS 𝔖.

Using Sum-of-Squares Optimization

We now compute coefficients 𝑐1, 𝑐2, 𝑐3 such that B(𝑖, 𝑣) is a 𝑘-inductive barrier certificate as in
Definition 19. Once again, we utilize SOSTools and SeDuMi to reformulate conditions (4.2)-(4.5)
as an SOS problem via Lemma 5. By considering 𝑘 = 6, 𝜖 = 0.06 and 𝑑 = 0.361, we obtain
B(𝑖, 𝑣) = 0.7127𝑖2 + 0.04319𝑣2 − 0.2957 as the 𝑘-inductive barrier certificate as described in
Definition 19. Therefore, by using Theorem 8, one can conclude that system 𝔖 indeed satisfies
the safety objective with respect to the initial set 𝑋0 and unsafe set 𝑋𝑢. We shall mention that the
computation time for this approach using the mentioned tools is about 20 seconds on a machine
running with Linux Ubuntu OS (Intel i7-8665U CPU with 32 GB of RAM).
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Figure 4.5: State sequences with respect to current 𝑖 and voltage 𝑣 starting from different initial
states inside 𝑋0.

Using 𝛿-complete Decision Procedures over Reals

We now demonstrate the computation of 𝑘-inductive barrier certificates as in Definition 20 for
the same dynamics and regions of interest considered above. We formulate a parametric 𝑘-
inductive barrier certificate B(𝑖, 𝑣) = 𝑐1𝑖

2 + 𝑐2𝑣
2 + 𝑐3 and compute the coefficients 𝑐1, 𝑐2, 𝑐3 ∈ R

such that B(𝑖, 𝑣) is a 𝑘-inductive barrier certificate as defined in Definition 20 by utilizing
dReal in conjunction with universal clause pruning. To do so, we first bound the coefficients
𝑐1, 𝑐2 ∈ [0.1, 6] and 𝑐3 ∈ [−6, 6]. We consider 𝛿 + 0.2 as the constant in equation (4.14)
to ensure the 𝑘-inductive barrier certificate is strictly positive in the unsafe region. Similarly,
we consider 𝛿 + 0.1 instead of 𝛿 in equations (4.13) and (4.15) to ensure that the 𝑘-inductive
barrier certificate is strictly negative in the safe regions. By setting 𝑘 = 3 and 𝛿 = 0.05, we
obtain B(𝑖, 𝑣) = 1.403317𝑖2 + 0.104829𝑣2 − 1.128599 as the 𝑘-inductive barrier certificate as in
Definition 20. By utilizing Theorem 9, one can conclude that the system 𝔖 satisfies the safety
objective with respect to the initial set 𝑋0 and unsafe set 𝑋𝑢. The computation time is around 15
seconds on a machine running MacOS 11.2 (Intel i9-9980HK with 64 GB of RAM).

Figure 4.5 (©2021 IEEE) shows the state sequences of the system starting from different
initial conditions inside 𝑋0. As it can be observed, the state sequences always stay away from the
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unsafe region 𝑋𝑢.

4.4 Safety Verification of Stochastic Dynamical Systems
In this section, we consider discrete-time stochastic dynamical systems (dt-SS) defined in Defi-
nition 2 in the absence of control inputs:

𝔖 : x(𝑡 + 1) = 𝑓 (𝑥(𝑡), 𝜍 (𝑡)), (4.24)

where, similar to Definition 2, x : Ω × N → 𝑋 is the solution process of the system, and x𝑥0

refers to the solution process starting from the initial condition x𝑥0 (0) = 𝑥0. Our aim is to provide
a probability upper bound for the satisfaction of safety specifications. In other words, given an
initial set of states 𝑋0, and unsafe set 𝑋𝑢, we would like to solve Problem 3.

To do this, one can utilize barrier certificates as defined in Definition 7, which requires the
barrier certificate to be a supermartingale function, such that the conditional expectation at the
next value of the barrier certificate is smaller than the present value irrespective of the prior
values. This property is essential in providing probability guarantees for the satisfaction of safety
properties via Theorem 1. As has been already described in the previous chapters, the search for a
suitable barrier certificate satisfying conditions (2.14)-(2.16) may be performed by restricting the
function space to a certain parametric form and then utilizing SOS optimization or SMT solvers.
However, the supermartingale condition imposed on barrier certificates via Definition 7 can be
quite restrictive. Due to this, one may have to replace the probability 1 − 𝜀 in equation (2.17)
with a trivial value of 0, and as a result, the approach fails to give a non-trivial probability of
safety. We now utilize the following example to show instances where the barrier certificate
approach fails to provide non-trivial probabilistic guarantees even when the system is safe with a
high probability when considering a fixed parametric form for the barrier certificates.

Example 3. Consider a Markov chain shown in Figure 4.6 as a finite state stochastic system 𝔖

with 𝑥 ∈ 𝑋 = {0, 0.1, 0.2, 0.3, 0.5, 6, 10} as states of the system, 𝑥 = 0.2 as the initial state and
𝑥 = 10 as the unsafe state. By utilizing barrier certificates, we want to provide a tight lower
bound on the probability that the solution processes do not reach unsafe regions. As it can be
seen from the figure, the probability with which the system remains safe is 0.99. However, by
choosing a linear barrier certificate according to Definition 7, we cannot provide a non-trivial
probabilistic lower bound on the satisfaction of safety.

Consider B(𝑥) = 𝑎𝑥 + 𝑏. According to condition (2.14), since 𝑥 = 0.2 is the initial state,
we have 0.2𝑎 + 𝑏 ≤ 𝜀, for some 0 ≤ 𝜀 ≤ 1. Moreover, by applying the supermartingale
condition (2.16) at 𝑥 = 0.2, we get E[B( 𝑓 (𝑥)) | 𝑥 = 0.2] − B(𝑥) = 0.2𝑎 ≤ 0, implying that
𝑎 ≤ 0. However, due to condition (2.15) and the fact that 𝑥 = 10 is the unsafe state, we have
10𝑎 + 𝑏 ≥ 1. Then, 𝑎 ≤ 0 would lead to contradiction between conditions conditions (2.14) and
(2.15). Therefore, there does not exist a linear barrier certificate for any value of 𝜀.

A practical approach to tackle this issue is to relax condition (2.16) by utilizing a 𝑐-martingale
instead of a supermartingale (see Corollary 1). In this case, the expected value of the barrier
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Figure 4.6: Finite Markov chain 𝔖 for Example 3. The initial state is denoted in yellow and the
unsafe state is in red.

certificate is not required to be non-increasing at every time step. Instead, the expected value can
increase at every time step as long as it is bounded by a constant 𝑐. This condition then allows the
barrier certificate to increase slowly in expectation such that it takes a long time to reach the unsafe
regions of the state set. It is apparent from equation (2.22) that the probability of satisfaction
depends on the time horizon𝑇 . Due to this dependency, one may only obtain a high probability of
satisfaction for short time horizons. However, for reactive systems, such as medical devices and
power grids, it is vital to provide long-term or even unbounded-time safety guarantees. Therefore,
it becomes necessary to be able to relax the supermartingale requirement of barrier certificates
while still providing probabilistic safety guarantees over infinite time horizons. Note that the
standard notion of barrier certificates as in Definition 7 are analogous to standard inductive
proofs discussed in 4.2. The definition of barrier certificates is similar to inductive proofs that
yield expectation invariants [24]. Particularly, via conditions (2.14) and (2.16), the expectation
of barrier certificate at any time instant is bounded by 𝜀. This allows one to view condition (2.14)
as the base case, while the supermartingale condition (2.16) is the inductive step.

We show that we can effectively weaken the supermartingale conditions for safety by leverag-
ing the 𝑘-induction principle, which results in less conservative conditions for barrier certificates
that are easier to satisfy. These barrier certificates, which we dub as k-inductive barrier certifi-
cates, can still provide probabilistic guarantees for the satisfaction of safety over infinite time
horizons. Therefore, a dt-SS 𝔖 that does not admit the standard notion of barrier certificates
for safety may admit a 𝑘-inductive barrier certificate, while still providing infinite time horizon
guarantees.

4.4.1 𝑘-Inductive Barrier Certificates for Probabilistic Safety
This section presents the main results concerning probabilistic safety verification via 𝑘-inductive
barrier certificates. Our approach relies on looking at the behavior of the dt-SS in future time
instances, such as after 𝑖 time steps rather than at every time step. We obtain such behavior by
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simply utilizing the recursive application of the function 𝑓 defined in (4.24). In particular, the
value of the solution process after the 𝑖𝑡ℎ time step, 𝑖 ≥ 1 is obtained as

x(𝑡 + 𝑖) = 𝑓𝑖 (x(𝑡), 𝜍𝑖 (𝑡)), (4.25)

where 𝜍𝑖 (𝑡) = [𝜍 (𝑡); . . . ; 𝜍 (𝑡 + 𝑖 − 1)] is the vector containing all the noise terms from time 𝑡 to
time 𝑡 + 𝑖 − 1, and we define 𝑓𝑖 recursively, where 𝑓𝑖 (x(𝑡), 𝜍𝑖 (𝑡)) = 𝑓 (x(𝑡), 𝜍 (𝑡)), if 𝑖 = 1, and
𝑓𝑖 (x(𝑡), 𝜍𝑖 (𝑡)) = 𝑓 ( 𝑓𝑖−1(x(𝑡), 𝜍𝑖−1(𝑡)), 𝜍 (𝑡 + 𝑖 − 1)) for all 𝑖 > 1.

To provide probabilistic safety guarantees over infinite time horizons, one can simply extend
the notion of 𝑐-martingale barrier certificates and leverage the 𝑘-induction principle. We define
𝑘-inductive barrier certificates for safety as follows.

Definition 21. Consider a dt-SS 𝔖. We say that a function B : 𝑋 → R≥0 is a 𝑘-inductive
barrier certificate for 𝔖 with respect to a set of initial states 𝑋0 and an unsafe set 𝑋𝑢 if there exist
constants 𝑘 ∈ N≥1, 0 ≤ 𝜀 ≤ 1 and 𝑐 ≥ 0 such that the following holds:

B(𝑥) ≤ 𝜀, for all 𝑥 ∈ 𝑋0, (4.26)
B(𝑥) ≥ 1, for all 𝑥 ∈ 𝑋𝑢, (4.27)
E[B( 𝑓 (𝑥, 𝜍)) | 𝑥] − B(𝑥) ≤ 𝑐, for all 𝑥 ∈ 𝑋, (4.28)
E[B( 𝑓𝑘 (𝑥, 𝜍𝑘 )) | 𝑥] − B(𝑥) ≤ 0, for all 𝑥 ∈ 𝑋. (4.29)

Note that condition (4.28) requires the barrier certificate to be a 𝑐-martingale at every time
step and condition (4.29) requires the barrier certificate sampled after every 𝑘 th step to be a
supermartingale. We now present the key result for safety verification based on this definition of
𝑘-inductive barrier certificates.

Theorem 10. Consider a dt-SS𝔖. LetB be a barrier certificate for𝔖 satisfying conditions (4.26)-
(4.29) with some 0 ≤ 𝜀 ≤ 1, 𝑐 ≥ 0, and 𝑘 ∈ N≥1. Then the probability that the solution process
x𝑥0 starting from an initial condition 𝑥0 ∈ 𝑋0 does not reach the unsafe region 𝑋𝑢 is bounded by

P{x𝑥0 (𝑡) ∉ 𝑋𝑢 for all 𝑡 ∈ N | 𝑥0} ≥ 1 − 𝑘𝜀 − 𝑘 (𝑘 − 1)𝑐
2

. (4.30)

Proof. According to condition (4.27), 𝑋𝑢 ⊆ {𝑥 ∈ 𝑋 | B(𝑥) ≥ 1}. Therefore, it follows that

P{x𝑥0 (𝑡) ∈ 𝑋𝑢 for some 𝑡 ∈ N | 𝑥0} ≤ P{sup
𝑡∈N
B(x𝑥0 (𝑡)) ≥ 1 | 𝑥0}. (4.31)

Now, for the dt-SS 𝔖, consider 𝑘 systems sampled after every 𝑘 steps, each starting from initial
conditions 𝑥0, x𝑥0 (1), . . . , x𝑥0 (𝑘 − 1), respectively. The dynamics of these systems are obtained
as

x𝑥0 (𝑡 + 𝑘) = 𝑓𝑘 (x𝑥0 (𝑡), 𝜍𝑘 (𝑡)),
x𝑥0 (𝑡 + 𝑘 + 1) = 𝑓𝑘 (x𝑥0 (𝑡 + 1), 𝜍𝑘 (𝑡 + 1)),
...

x𝑥0 (𝑡 + 2𝑘 − 1) = 𝑓𝑘 (x𝑥0 (𝑡 + 𝑘 − 1), 𝜍𝑘 (𝑡 + 𝑘 − 1)).
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Due to condition (4.29), the barrier certificate B satisfies the supermartingale condition (2.16)
for each of these systems. Now, by means of Boole’s inequality and Theorem 1, we obtain

P{sup
𝑡∈N
B(x𝑥0 (𝑡)) ≥ 1 | 𝑥0} ≤

𝑘−1∑︁
𝑖=0
P{ sup

𝑡= 𝑗 𝑘, 𝑗∈N
B(x𝑥0 (𝑖 + 𝑡)) ≥ 1 | x𝑥0 (𝑖)}

≤
𝑘−1∑︁
𝑖=0
E(B(x𝑥0 (𝑖)).

Now, from condition (4.26), we have that E(B(x𝑥0 (0))) = 𝐵(𝑥0) ≤ 𝜀. Moreover, by applying law
of total expectation and condition (4.28) recursively for each term in the right-hand side of the
above inequality, we get

P{x𝑥0 (𝑡) ∈ 𝑋𝑢 for some 𝑡 ∈ N | 𝑥0} ≤ 𝜀 +
𝑘−1∑︁
𝑖=1
(𝜀 + 𝑖𝑐)

= 𝑘𝜀 + 𝑘 (𝑘 − 1)𝑐
2

.

By complementing the above, we obtain the lower bound (4.30) on the probability such that
the system remains in the safe regions. □

Remark 24. Note that, in order to obtain meaningful probabilities, the value of 𝑘 in inequal-
ity (4.30) is bounded by

1 ≤ 𝑘 ≤ (𝑐 − 2𝜀) +
√︁

4𝜀2 + 𝑐2 − 4𝑐(2 + 𝜀)
2𝑐

.

One can readily observe that 𝑘-inductive barrier certificates as in Definition 21 also lead to
expectation invariants, as the expected value of the barrier certificate remains bounded in the set
E[B(x𝑥0 (𝑡)) | 𝑥0] ≤ 𝜀 + (𝑘 − 1)𝑐 for all 𝑡 ∈ N due to the bounded increase of E[B(x𝑥0 (𝑡)) |
𝑥0] at every time step via conditions (4.28) and (4.29). Note that, when 𝑘 = 1 and 𝑐 = 0,
conditions (4.26)-(4.29) reduce to standard barrier certificate conditions (2.14)-(2.16). Moreover,
one immediately observes that the probability bounds in (4.30) also converge to those in (2.17)
under the same conditions. Therefore, any barrier certificate satisfying conditions (2.14)-(2.16)
is also a 1-inductive barrier certificate as in Definition 7. However, the converse may not hold true
since conditions (4.26)-(4.29) are more relaxed. We now illustrate 𝑘-inductive barrier certificates
as in Definition 21 with the Markov chain considered in Example 3.

Example 3 (Continued). Let us consider the finite Markov chain 𝔖 presented in Figure 4.6.
For this system, we already showed that there exists no linear barrier certificate satisfying
conditions (2.14)-(2.16) for any 0 ≤ 𝜀 < 1 which leads to trivial probabilistic bounds for
the satisfaction of safety. Now, we show that by using 𝑘-inductive barrier certificates as in
Definition 21, we get more reliable probabilistic bounds for the satisfaction of safety.

Consider B(𝑥) = 0.1𝑥 + 0.01, constants 𝜀 = 0.05 and 𝑐 = 0.02, and 𝑘 = 3. The enumerated
values of B(𝑥),E[B( 𝑓 (𝑥, 𝜍) | 𝑥], E[B( 𝑓2(𝑥, 𝜍2)) | 𝑥], and E[B( 𝑓3(𝑥, 𝜍3)) | 𝑥] for all states
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𝑥 B(𝑥) E[B( 𝑓 (𝑥, 𝜍)) | 𝑥] E[B( 𝑓2(𝑥, 𝜍2)) | 𝑥] E[B( 𝑓3(𝑥, 𝜍3)) | 𝑥]
0.2 0.03 0.05 0.03745 0.029675
0.3 0.04 0.05 0.03745 0.029675
0.5 0.06 0.0249 0.0219 0.02115
0 0.01 0.01 0.01 0.01

0.1 0.02 0.02 0.02 0.02
6 0.61 0.61 0.61 0.61

10 1.01 0.71 0.635 0.61625

Table 4.1: The values of E[B( 𝑓𝑖 (𝑥, 𝜍𝑖)) | 𝑥] for all 𝑖 ∈ {1, 2, 3} and all 𝑥 ∈ 𝑋 for Example 3.
Note that E[B( 𝑓3(𝑥, 𝜍3)) | 𝑥] − B(𝑥) ≤ 0 for all 𝑥 ∈ 𝑋 .

Figure 4.7: Variation of probability bounds for safety with respect to 𝑘 and 𝜀 values.

𝑥 ∈ 𝑋 are provided in Table 4.1. We immediately see that condition (4.26) is satisfied for the
initial state 𝑥 = 0.2. Similarly, condition (4.27) holds for the unsafe state 𝑥 = 10. Moreover,
conditions (4.28) and (4.29) also hold for all 𝑥 ∈ 𝑋 . Therefore, B(𝑥) = 0.1𝑥 + 0.01 is indeed a
linear 3-inductive barrier certificate for 𝔖. We now apply Theorem 10 to obtain a lower bound
on the probability of safety as P{𝑥𝑥0 (𝑡) ∉ 𝑋𝑢 = {10} for all 𝑡 ∈ N | 𝑥0 = {0.2}} ≥ 0.79.

Figure 4.7 shows how the probability bounds for safety in (4.30) is affected for different values
of 𝑘 ≤ 10 and 𝜀 ≤ 0.1, for a fixed value of 𝑐 for 𝑘 > 1 (for 𝑘 = 0, we have 𝑐 = 0). Ideally, to
obtain a high probability bound for safety, one requires 𝑘 = 1 and 𝜀 to be as small as possible.
However, due to the restrictive nature of barrier certificate conditions when 𝑘 = 1, the minimal
obtained value of 𝜀, even if exists, may be high. In such cases, by considering 𝑘 > 1, one is still
able to relax the barrier certificate conditions, allowing to further reduce the value of 𝜀 such that
a higher and a more reliable, less conservative probability is obtained.

4.4.2 Computation of 𝑘-Inductive Barrier Certificates
We now complete this section by providing an SOS-based optimization problem for the compu-
tation of 𝑘-inductive barrier certificates as in Definition 21. To do so, we once again require the
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assumption on the underlying dynamics of the dt-SS 𝔖, as well as the sets 𝑋0, 𝑋𝑢 and 𝑋 .

Assumption 8. The dt-SS 𝔖 has a continuous state set 𝑋 and the function 𝑓 : 𝑋 × 𝑉𝜍 → 𝑋 is
polynomial in the state variable 𝑥 and noise variable 𝜍 . Moreover, the sets 𝑋, 𝑋0, 𝑋𝑢 and 𝑋𝑅 are
semi-algebraic.

Then, we formulate the following lemma to compute suitable 𝑘-inductive barrier certificates
for safety verification.

Lemma 6. Consider a dt-SS 𝔖. Suppose Assumption 8 holds and there exists a sum-of-squares
polynomial B(𝑥), constants 𝑘 ∈ N≥1, 0 ≤ 𝜀 ≤ 1 and 𝑐 ≥ 0, and vectors of sum-of-squares
polynomials 𝜆(𝑥), �̂�(𝑥), 𝜆0(𝑥), and 𝜆𝑢 (𝑥) of appropriate dimensions such that the following
expressions are sum-of-squares polynomials:

− B(𝑥) − 𝜆𝑇0 (𝑥)𝑔0(𝑥) + 𝜀, (4.32)
B(𝑥) − 𝜆𝑇𝑢 (𝑥)𝑔𝑢 (𝑥) − 1, (4.33)
− E[B( 𝑓 (𝑥, 𝜍)) | 𝑥] + B(𝑥) − 𝜆𝑇 (𝑥)𝑔(𝑥) + 𝑐, (4.34)
− E[B( 𝑓𝑘 (𝑥, 𝜍𝑘 )) | 𝑥] + B(𝑥) − �̂�𝑇 (𝑥)𝑔(𝑥). (4.35)

Then the functionB(𝑥) is a 𝑘-inductive barrier certificate as in Definition 21 satisfying conditions
(4.26)-(4.29).

4.4.3 Case Study
In this case study, we study the safety property of a series RLC circuit. The dynamics of the
dt-SS 𝔖 are given as

𝔖 :

{
𝑖(𝑡 + 1) = 𝑖(𝑡) + 𝜏𝑠 (−𝑅𝐿 𝑖(𝑡) + −

1
𝐿
𝑣(𝑡)) + 𝐺𝜍 (𝑡),

𝑣(𝑡 + 1) = 𝑣(𝑡) + 𝜏𝑠 1
𝐶
𝑖(𝑡),

(4.36)

where 𝑖(𝑡) denotes the current at time 𝑡, 𝑣(𝑡) is the voltage, 𝜏𝑠 = 0.5𝑠 is the sampling time,
𝑅 = 2Ω is the series resistance, 𝐿 = 9H is the series inductance, 𝐶 = 0.5F is the capacitance
of the circuit, and 𝐺 = 0.004 is the noise coefficient. The state space of the system is given
as 𝑋 = [−2, 2] × [−4, 4], where the initial set 𝑋0 = [0, 0.5] × [0, 1] and the unsafe set 𝑋𝑢 =

[1, 2] × [−4, 4].
We aim to utilize barrier certificates for safety as in Definition 7 to find the probability bound

with which 𝔖 satisfies the safety property. To do so, we first consider the barrier certificate
to be a polynomial of degree 6, and use the SOS programming toolbox YALMIP [78] version
R20200930 along with SeDuMi [119] version 1.3 on MATLAB R2019b to search for a suitable
barrier certificate satisfying conditions (2.14)-(2.16). However, we fail to find a supermartingale
that achieves any meaningful probability of satisfaction.

We now compute a suitable polynomial 𝑘-inductive barrier certificate of degree 6 as in
Definition 21 by reformulating conditions (4.26)-(4.29) as an SOS problem via Lemma 6. By
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Figure 4.8: Solution processes of 𝔖 with respect to current 𝑖 and voltage 𝑣 from different initial
states.

considering 𝑘 = 2, 𝜀 = 0.029 and 𝑐 = 10−4, we get a barrier certificate of degree 6 satisfying
conditions (4.26)-(4.29). By Theorem 10, we can infer that the system 𝔖 satisfies the safety
specification with a probability of at least 0.9419 for an infinite time horizon. In comparison,
by utilizing 𝑐-martingale barrier certificates via Corollary 1 for the same value of 𝜀 and 𝑐, one
would obtain the probability of 0.9419 for a bounded time of 4564.5 seconds. Figures 4.8 shows
the current and voltage for 50 representative solution processes starting from different initial
conditions inside 𝑋0. The computation time for this approach using the tools above is about 40
seconds on a machine running with Linux Ubuntu OS (Intel i7 − 8665U CPU with 32GB of
RAM).

4.5 Reachability Verification of Stochastic Dynamical Systems
In this section, we are interested in verifying reachability properties for stochastic dynamical
systems with dynamics (4.24), considered in the previous section. Particularly, we would like to
provide probabilistic guarantees for the solution processes x𝑥0 of 𝔖 starting from the initial set
𝑋0 to reach some desired set of states 𝑋𝑅. In other words, we aim to solve Problem 6.

Similar to the safety verification procedure, one may also utilize barrier certificates to provide
probabilistic guarantees over reachability specifications. This can be done via Definition 10
or via Definition 11, under the satisfaction of Assumption 1. While Definition 11 provides
a mechanism to obtain a lower bound on the probability of satisfaction reach-and-avoid like
specification, Definition 11 enables us to obtain almost-sure guarantees for reachability, where
the probability of satisfaction is 1. These barrier certificates may be computed by restricting them
to a certain parametric form and utilizing computational techniques like SOS or SMT solvers,
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Figure 4.9: Finite Markov chain 𝔖′ for Example 4. The initial state is denoted in yellow and the
target state in green.

similar to the case of safety. However, computing barrier certificates can be hard due to the
restrictiveness of the barrier certificate conditions. This is due to the fact that conditions (2.29)
and (2.33) require the satisfaction of a strict supermartingale condition, due to which their values
need to be strictly decreasing at every time step. In the following example, we demonstrate
that the standard barrier certificate approach presented in Chapter 2 fails to provide probabilistic
reachability guarantees for a fixed template of barrier certificates even when the system satisfies
the reachability specification almost surely.

Example 4. Consider a Markov chain shown in Figure 4.9 as a finite state stochastic system 𝔖′

with 𝑥 ∈ 𝑋 = {0, 0.2, 0.3, 0.5} as states of the system, 𝑥 = 0.2 as the initial state and 𝑥 = 0 as
the target state. It can be immediately seen that the solution processes of 𝔖′ reach the target
state with probability 1. However, we want to provide a barrier certificate of a fixed template to
guarantee the satisfaction of the reachability specification with a non-trivial probability bound
via Definition 10.

Consider a linear barrier certificate B(𝑥) = 𝑎𝑥 + 𝑏. Note that in the context of finite systems,
if there are no states to avoid, we do not need to ensure condition (2.28) for any state in 𝑋 . Now,
according to condition (2.27), since 𝑥 = 0.2 is the initial state, we get 0.2𝑎+𝑏 ≤ 𝜀. By applying the
supermartingale condition (2.29) at 𝑥 = 0.2, we get E[B( 𝑓 (𝑥)) | 𝑥 = 0.2] − B(𝑥) = 0.2𝑎 < −𝛿,
implying that 𝑎 < 0. Similarly, applying condition (2.29) at 𝑥 = 0.5, we get E[B( 𝑓 (𝑥)) | 𝑥 =

0.5] − B(𝑥) = −0.5𝑎 < −𝛿 implying that 𝑎 > 0, which results in a contradiction. Therefore
there exists no linear barrier certificate satisfying conditions (2.27)-(2.29) for any value of 𝜀
and we cannot give a non-trivial probability of reachability with a linear barrier certificate as in
Definition 10.

Similarly, consider a linear barrier certificate as in Definition 11. Note that condition (2.33)
is the same as condition (2.29) for finite systems. So it also follows that there exists no linear
barrier certificate satisfying condition (2.33) and we cannot ensure reachability with a linear
barrier certificate as in Definition 11 as well.

The barrier certificates for reachability via Definitions 10 and 11 are also analogous to standard
induction where conditions (2.27) and (2.29) as well as conditions (2.31) and (2.33) act as base
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cases and inductive steps for Definitions 10 and 11, respectively. Now, we consider 𝑘-inductive
barrier certificates for reachability and show that they still provide unbounded-time guarantees
while also relaxing the standard barrier certificate conditions, so that a larger class of functions
may act as barrier certificates.

4.5.1 𝑘-Inductive Barrier Certificates for Probabilistic Reachability
In this section, we leverage 𝑘-inductive barrier certificates to obtain probabilistic guarantees for
reachability specifications over infinite time horizons. To do this, one can relax the supermartin-
gale condition imposed at every time step to a supermartingale requirement after 𝑘 time steps
while necessitating a 𝑐-martingale condition at every time step. We first consider 𝑘-inductive
barrier certificates based on Definition 10, provided under the satisfaction of Assumption 1, which
requires the dt-SS 𝔖 to be forward invariant in the state set 𝑋 .

Definition 22. Consider a dt-SS 𝔖 that satisfies Assumption 1. We say that a function B : 𝑋 →
R≥0 is a 𝑘-inductive barrier certificate for dt-SS 𝔖 with respect to a set of initial states 𝑋0 and a
set of target states 𝑋𝑅 if there exists constants 𝑘 ∈ N≥1, 0 ≤ 𝜀 ≤ 1, 𝑐 ≥ 0 and 𝛿 > 0 such that the
following conditions hold:

B(𝑥) ≤ 𝜀, for all 𝑥 ∈ 𝑋0, (4.37)
B(𝑥) ≥ 1, for all 𝑥 ∈ 𝜕𝑋 \ 𝜕𝑋𝑅, (4.38)

E[B( 𝑓 (𝑥, 𝜍)) | 𝑥] − B(𝑥) ≤ 𝑐, for all 𝑥 ∈ 𝑋 \ 𝑋𝑅, (4.39)

E[B( 𝑓𝑘 (𝑥, 𝜍𝑘 )) | 𝑥] − B(𝑥) ≤ −𝛿, for all 𝑥 ∈ 𝑋 \ 𝑋𝑅 . (4.40)

Note that condition (4.39) requires the barrier certificate to be a 𝑐-martingale at every time step
and condition (4.40) requires the barrier certificate sampled after every 𝑘 th step to be decreasing
in expectation for all states not in the set of target states.

Now, we present the first main result of this section and provide probabilistic guarantees for
reachability specifications via the above definition of 𝑘-inductive barrier certificates.

Theorem 11. Consider a dt-SS 𝔖 with dynamics (4.24) satisfying Assumption 1. Let B be a
barrier certificate for 𝔖 satisfying conditions (4.37)-(4.40) with some 0 ≤ 𝜀 ≤ 1, 𝑐 ≥ 0, 𝛿 > 0
and 𝑘 ∈ N≥1. Then the probability the the solution process x𝑥0 starting from an initial condition
𝑥0 ∈ 𝑋0 reaches the target region 𝑋𝑅 is bounded by

P{x𝑥0 (𝑡) ∈ 𝑋𝑅 for some 𝑡 ∈ N | 𝑥0} ≥ 1 − 𝑘𝜀 − 𝑘 (𝑘 − 1)𝑐
2

. (4.41)

Proof. The proof for this theorem can be obtained by utilizing Theorem 10 from Section 4.4
and Theorem 3. From Theorem 10 with 𝑋𝑢 = 𝜕𝑋 \ 𝜕𝑋𝑅, one has the probability that a solution
process x𝑥0 of 𝔖 starting from 𝑥0 ∈ 𝑋 does not enter the boundary set 𝜕𝑋 \ 𝜕𝑋𝑅 is

P{x𝑥0 (𝑡) ∉ 𝜕𝑋 \ 𝜕𝑋𝑅 for all 𝑡 ∈ N | 𝑥0} ≥ 1 − 𝑘𝜀 − 𝑘 (𝑘 − 1)𝑐
2

. (4.42)
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Now, for 𝔖, consider 𝑘-systems sampled after every 𝑘 steps, each starting from initial conditions
𝑥0, x𝑥0 (1), . . . , x𝑥0 (𝑘 − 1). From condition (4.40), we have that each of these 𝑘 systems satisfies
the supermartingale requirement, and therefore, from Doob’s martingale convergence, it must be
the case that the value of barrier certificate must converge to its minimum. Now, by utilizing a
similar argument to that of Theorem 3, under the condition that the solution process does not
enter the set 𝜕𝑋 \ 𝜕𝑋𝑅, we have that the solution process must almost surely enter the target
set 𝑋𝑅. Therefore, solution process x𝑥0 starting from 𝑥0 ∈ 𝑋0 reaches the target set 𝑋𝑅 over
unbounded-time horizons with a probability as obtained in (4.41). □

Note again that, when 𝑘 = 1 and 𝑐 = 0, conditions (4.37)-(4.40) converge to standard barrier
certificate conditions (2.27)-(2.29). One also observes that the probability bounds in (4.41)
converge to those in (2.30) under the same conditions. Therefore, any barrier certificate satisfying
conditions (2.27)-(2.29) is also a 1-inductive barrier certificate as in Definition 22.

Remark 25. The probability bounds for reachability obtained in (4.41) are the same as the ones
obtained for safety in (4.30). This is due to the fact that we leverage the reach-while-avoid nature
of conditions (4.37)-(4.40), which ensure that the system avoids the set 𝜕𝑋 \𝜕𝑋𝑅, and then utilizes
Doob’s martingale convergence [43] to ensure that the system reaches the target set 𝑋𝑅 with a
probability lower bound in (4.41).

We now illustrate 𝑘-inductive barrier certificates as in Definition 22 with the Markov Chain
considered in Example 4.

Example 4 (Continued). Consider the finite Markov chain 𝔖′ of Figure 4.9. We already showed
that there exists no linear barrier certificate as in Definition 10 for any 0 ≤ 𝜀 < 1. Now, we show
that by using 𝑘-inductive barrier certificates as in Definition 22, we get more reliable probability
bounds for the satisfaction of reachability.

Consider B(𝑥) = 0.1𝑥 + 0.01, constants 𝜀 = 0.03, 𝑐 = 0.02, and 𝑘 = 3. The enumerated
values ofB(𝑥),E[B( 𝑓 (𝑥, 𝜍) | 𝑥], E[B( 𝑓2(𝑥, 𝜍2)) | 𝑥] and E[B( 𝑓3(𝑥, 𝜍3)) | 𝑥] for all states 𝑥 ∈ 𝑋
are provided in Table 4.2. We immediately see that condition (4.37) is satisfied for the initial state
𝑥 = 0.2. As we deal with a finite state system, and there are no states to avoid, there is no need to
ensure the satisfaction of condition (4.38). It can be seen that conditions (4.39) and (4.40) also
hold for all 𝑥 ∈ 𝑋 . Therefore, B(𝑥) = 0.1𝑥 +0.01 is indeed a linear 3-inductive barrier certificate
for 𝔖. We apply Theorem 11 to obtain a lower bound on reachability probability as:

P{𝑥𝑥0 (𝑡) ∈ 𝑋𝑅 = {0} for some 𝑡 ∈ N | 𝑥0 = {0.2}} ≥ 0.85,

which provides better guarantees than the linear barrier certificate.

We now extend barrier certificates for reachability as in Definition 11 to 𝑘-inductive barrier
certificates presented below.

Definition 23. Consider a dt-SS 𝔖 that satisfies Assumption 1. We say that a function B : 𝑋 →
R≥0 is a 𝑘-inductive barrier certificate for 𝔖 with respect to a set of initial states 𝑋 \ 𝑋𝑅 and a
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𝑥 B(𝑥) E[B( 𝑓 (𝑥, 𝜍)) |𝑥] E[B( 𝑓2(𝑥, 𝜍2)) |𝑥] E[B( 𝑓3(𝑥, 𝜍3)) |𝑥]
0.2 0.03 0.05 0.03 0.02
0.3 0.04 0.05 0.03 0.02
0.5 0.06 0.01 0.01 0.01
0 0.01 0.01 0.01 0.01

Table 4.2: The values of E[B( 𝑓𝑖 (𝑥, 𝜍𝑖)) | 𝑥] for all 𝑖 ∈ {1, 2, 3} and all 𝑥 ∈ 𝑋 for Example 4.
Note that E[B( 𝑓3(𝑥, 𝜍3)) | 𝑥] < B(𝑥) for all 𝑥 ∈ 𝑋 \ 𝑋𝑅

.

set of target states 𝑋𝑅 if there exist constants 𝑘 ∈ N≥1, 𝜀 ≥ 0, 𝑐 ≥ 0, and 𝛿 > 0 such that the
following conditions hold:

B(𝑥) ≥ 𝜀, for all 𝑥 ∈ 𝑋 \ 𝑋𝑅 (4.43)
B(𝑥) < 𝜀 for all 𝑥 ∈ 𝑋𝑅, (4.44)
E[B( 𝑓 (𝑥, 𝜍)) | 𝑥] − B(𝑥) ≤ 𝑐 for all 𝑥 ∈ 𝑋 \ 𝑋𝑅, (4.45)
E[B( 𝑓𝑘 (𝑥, 𝜍𝑘 )) | 𝑥] − B(𝑥) ≤ −𝛿 for all 𝑥 ∈ 𝑋 \ 𝑋𝑅 . (4.46)

Similar to Definition 11, condition (4.45) requires the barrier certificate to be a 𝑐-martingale
at every time step and condition (4.46) requires the barrier certificate sampled after every 𝑘 th
step to be decreasing in expectation for those states not in the set of target states. We now present
the third result of our paper based on this definition of 𝑘-inductive barrier certificates.

Theorem 12. Consider a dt-SS 𝔖 = (𝑋, 𝜍, 𝑓 ) satisfying Assumption 1. Let B be a barrier
certificate for 𝔖 satisfying conditions (4.43)-(4.46) with some 𝜀, 𝑐 ≥ 0, 𝛿 > 0, and 𝑘 ∈ N≥1.
Then a solution process x𝑥0 starting from an initial condition 𝑥0 ∈ 𝑋 \ 𝑋𝑅 reaches the target
region 𝑋𝑅 with probability 1, i.e.,

P{x𝑥0 (𝑡) ∈ 𝑋𝑅 for some 𝑡 ∈ N | 𝑥0} = 1. (4.47)

Proof. For the dt-SS 𝔖, consider 𝑘 systems sampled after every 𝑘 steps starting from initial
conditions 𝑥0, 𝑥(1), . . . , 𝑥(𝑘 − 1) respectively. The dynamics of these systems are obtained as

𝑥(𝑡+𝑘) = 𝑓𝑘 (𝑥(𝑡), 𝜍𝑘 (𝑡)),
𝑥(𝑡+𝑘+1) = 𝑓𝑘 (𝑥(𝑡+1), 𝜍𝑘 (𝑡+1)),

...

𝑥(𝑡+2𝑘−1) = 𝑓𝑘 (𝑥(𝑡+𝑘−1), 𝜍𝑘 (𝑡+𝑘−1)).

Due to condition (4.46), the barrier certificate B satisfies the supermartingale condition for each
of these systems. Therefore the probability of each of these systems eventually reaching some
state in 𝑋𝑅 is 1 by Theorem 4, i.e., each of these systems eventually reach some state in 𝑋𝑅 with
probability 1. This implies that 𝔖 must satisfy the reachability specification with probability 1,
as obtained in (4.47). □
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𝑥 B(𝑥) E[B( 𝑓 (𝑥, 𝜍)) |𝑥] E[B( 𝑓2(𝑥, 𝜍2)) |𝑥] E[B( 𝑓3(𝑥, 𝜍3)) |𝑥]
0.2 0.29 0.49 0.29 0.19
0.3 0.39 0.49 0.29 0.19
0.5 0.59 0.09 0.09 0.09
0 0.09 0.09 0.09 0.09

Table 4.3: The values of E[B( 𝑓𝑖 (𝑥, 𝜍𝑖)) | 𝑥] for all 𝑖 ∈ {1, 2, 3} and all 𝑥 ∈ 𝑋 for Example 4.
Note that E[B( 𝑓3(𝑥, 𝜍3)) | 𝑥] < B(𝑥) for all 𝑥 ∈ 𝑋 \ 𝑋𝑅.

Remark 26. The existence of barrier certificates as in Definition 23 gives a probability of 1 for
reachability. This bound is independent of the values of the constants 𝑘 , 𝜀, 𝑐 and 𝛿. Therefore
these constants can be set to any value that is greater than 0 and still give an almost sure guarantee
of reachability to the target set.

Note that when 𝑐 < 0 and 𝑘 = 1, conditions (4.43)-(4.46) reduce to standard barrier condi-
tions (2.31)-(2.33). Therefore any barrier certificate satisfying conditions (2.31)-(2.33) is also a
1-inductive barrier certificate as in Definition 11. However, the converse may not hold true, as
conditions (4.43)-(4.46) are more relaxed. We now illustrate 𝑘-inductive barrier certificates as in
Definition 23 with the Markov chain considered in Example 4.

Example 4 (Continued). We once again consider the finite Markov chain 𝔖′ presented in Fig-
ure 4.9. We show that by using 𝑘-inductive barrier certificates as in Definition 23, we get that 𝔖′
satisfies the reachability specification with probability 1. Consider B(𝑥) = 𝑥 + 0.09, constants
𝜀 = 0.1, and 𝑐 = 0.2, and 𝑘 = 3. The enumerated values of B(𝑥),E[B( 𝑓 (𝑥, 𝜍)) | 𝑥] and
E[B( 𝑓2(𝑥, 𝜍2)) | 𝑥] are provided in Table 4.3. We immediately observe that condition (4.43) is
satisfied for all states except 𝑥 = 0 and similarly, condition (4.44) holds for the target state 𝑥 = 0.
Lastly conditions (4.45) and (4.46) also hold for all 𝑥 ∈ 𝑋 \ 𝑋𝑅. Therefore B(𝑥) = 𝑥 + 0.09 is
indeed a linear 3-inductive barrier certificate for 𝔖′. This allows one to conclude that the system
reaches the state 𝑥 = 0 with probability 1.

4.5.2 Computation of 𝑘-Inductive Barrier Certificates

We now utilize Assumption 8 stated in Section 4.4 to formulate 𝑘-inductive barrier certificates
for reachability as in Definition 22 as a collection of sum-of-squares constraints corresponding
to conditions (4.37)-(4.40), which can be obtained by employing the following lemma.

Lemma 7. Consider a dt-SS 𝔖. Suppose Assumption 8 holds and there exists a sum-of-squares
polynomial B(𝑥), constants 𝑘 ∈ N≥1, 0 ≤ 𝜀 ≤ 1, 𝛿 > 0, and 𝑐 ≥ 0, and vectors of sum-of-squares
polynomials 𝜆0(𝑥), 𝜆𝑏 (𝑥), 𝜆𝑐 (𝑥) and �̂�𝑐 (𝑥) of appropriate dimensions such that the following
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expressions are sum-of-squares polynomials:

− B(𝑥) − 𝜆𝑇0 (𝑥)𝑔0(𝑥) + 𝜀, (4.48)
B(𝑥) − 𝜆𝑇𝑏 (𝑥)𝑔𝑏 (𝑥) − 1, (4.49)
− E[B( 𝑓 (𝑥, 𝜍)) | 𝑥] + B(𝑥) − 𝜆𝑇𝑐 (𝑥)𝑔𝑐 (𝑥) + 𝑐, (4.50)
− E[B( 𝑓𝑘 (𝑥, 𝜍𝑘 )) | 𝑥] + B(𝑥) − �̂�𝑇𝑐 (𝑥)𝑔𝑐 (𝑥) − 𝛿. (4.51)

Then function B(𝑥) is a 𝑘-inductive barrier certificate as in Definition 22 satisfying conditions
(4.37)-(4.40).

Similarly one may use the following lemma to find 𝑘-inductive barrier certificates for reach-
ability according to Definition 23.

Lemma 8. Consider a dt-SS 𝔖. Suppose Assumption 8 holds and there exists a sum-of-squares
polynomial B(𝑥), constants 𝑘 ∈ N≥1, 0 ≤ 𝜀 ≤ 1, 𝛿 > 0, and 𝑐 ≥ 0, and vectors of sum-of-squares
polynomials 𝜆𝑟 (𝑥), 𝜆𝑐 (𝑥), �̂�𝑐 (𝑥) and �̄�𝑐 (𝑥) of appropriate dimensions such that the following
expressions are sum-of-squares polynomials:

B(𝑥) − �̄�𝑇𝑐 (𝑥)𝑔𝑧 (𝑥) − 𝜀, (4.52)
− B(𝑥) − 𝜆𝑇𝑟 (𝑥)𝑔𝑟 (𝑥) + 𝜀 − 𝜖, (4.53)
− E[B( 𝑓 (𝑥, 𝜍)) | 𝑥] + B(𝑥) − 𝜆𝑇𝑐 (𝑥)𝑔𝑧 (𝑥) + 𝑐, (4.54)
− E[B( 𝑓𝑘 (𝑥, 𝜍𝑘 )) | 𝑥] + B(𝑥) − �̂�𝑇𝑐 (𝑥)𝑔𝑧 (𝑥) − 𝛿, (4.55)

where 𝜖 is a small positive constant used to ensure the satisfaction of strict inequality (4.44).
Then the functionB(𝑥) is a 𝑘-inductive barrier certificate as in Definition 23 satisfying conditions
(4.43)-(4.46).

Remark 27. The expected value E[B( 𝑓 (𝑥, 𝜍)) | 𝑥] can be evaluated when the probability distri-
bution of the stochastic variable 𝜍 is known by considering all the monomials of the polynomial
expression B( 𝑓𝑘 (𝑥, 𝜍𝑘 )) and utilizing the moments of the distribution of 𝜍. For a Gaussian
distribution, this can be done in linear time.

Remark 28. The SOS optimization problem is solved by fixing the degree 𝑑 of the polynomial
functionB(𝑥) along with the value of 𝑘 . In general, if one cannot find a suitable functionB(𝑥) that
satisfies the required constraints, one needs to solve the problem with a higher degree polynomial
B(𝑥) or a higher value of 𝑘 . Note that for a fixed state dimension, the computational complexity
grows polynomially with respect to 𝑑 [93], and only linearly with 𝑘 . Therefore, it would be more
beneficial to use 𝑘-inductive barrier certificates with higher values of 𝑘 than higher values of 𝑑.

4.5.3 Case Study
In this case study, we consider reachability specification for the temperature evolution of a room.
The thermal model for the room is adapted from [62]. The dynamics of the dt-SS 𝔖 are given as

𝔖 : 𝑥(𝑡 + 1) = (1 − 𝜏𝑠𝛼)𝑥(𝑡) + 𝜏𝑠𝛼𝑇𝑒 + 𝐺𝜍 (𝑡),
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Figure 4.10: (a) Solution processes of𝔖 from Section 4.5.3, starting from different initial states in
𝑋 \ 𝑋𝑅. (b) Solution processes of 𝔖′ from Section 4.5.3. In both figures, the set 𝑋𝑅 is highlighted
by red dashed lines.

where 𝛼 = 0.01 is the heat exchange coefficient, 𝑇𝑒 = 17 is the ambient temperature, 𝜏𝑠 = 5
minutes is the sampling time and 𝐺 = 0.05 is the noise coefficient. The state space of the system
is given as 𝑋 = [15, 35], whereas the target set is specified as 𝑋𝑅 = [15, 17]. We aim to utilize
barrier certificates for reachability as in Definition 11 to verify whether 𝔖 satisfies reachability
with probability 1. To do so, we first consider the barrier certificate to be a polynomial of degree
2, and search for a suitable barrier certificate satisfying conditions (2.31)-(2.33) by considering
𝑋 \ 𝑋𝑅 = [17 + 𝜗, 35], where 𝜗 = 0.001, and reformulating them into SOS constraints with
tolerance parameters 𝜖, 𝛿 = 0.01. However, we fail to find a suitable barrier certificate satisfying
conditions (2.31)-(2.33). Therefore, using standard barrier certificates for reachability according
to Definition 11, one cannot verify whether 𝔖 satisfies reachability with probability 1.

Instead, let us compute a suitable polynomial 𝑘-inductive barrier certificate of degree 2 as in
Definition 23. We can reformulate conditions (4.43)-(4.46) as an SOS problem via Lemma 8.
Setting 𝑘 = 11, 𝜀 = 1300, 𝑐 = 0.001, and 𝛿 = 0.01, we obtain B(𝑥) = 166.5118 + 34.7652𝑥 +
1.8769𝑥2 as a 𝑘-inductive barrier certificate satisfying conditions (4.52)-(4.55) with a tolerance
parameter 𝜖 = 0.01. From Lemma 8 and Theorem 12, it follows that the system 𝔖 indeed satisfies
the reachability specification with probability 1. Figure 4.10a shows 10 representative solution
processes starting from different initial conditions inside 𝑋 \ 𝑋𝑅. The computations take 15
seconds on our machine running with Linux Ubuntu OS (Intel i7 − 8665U CPU with 32GB of
RAM). Note that we use MATLAB 2019b to perform our computations.

We now modify the parameters of the dynamics and consider a system 𝔖′ such that we can
find standard barrier certificates satisfying Definition 10. Consider 𝛼 = 0.004, 𝑇𝑒 = 20, 𝜏𝑠 = 5
and 𝐺 = 0.08 as the noise coefficient. The state space of the system is 𝑋 = [18, 45], the
initial set of states 𝑋0 = [23, 24] and the target set 𝑋𝑅 = [18, 22]. We first consider the barrier
certificate to be a polynomial of degree 2 and search for a suitable barrier certificate satisfying
conditions (2.24)-(2.26) by considering the sets 𝜕𝑋 \ 𝜕𝑋𝑅 = [44 + 𝜗, 45], where 𝜗 = 0.01,
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and 𝑋 \ 𝑋𝑅 = [22, 45], and reformulate them into SOS constraints with 𝛿 = 0.001. We find a
barrier certificate B(𝑥) = 0.3658 − 0.05066𝑥 + 0.0018𝑥2 satisfying conditions (2.24)-(2.26) for
𝜀 = 0.24. Thus, by utilizing Theorem 3, we get the lower bound on the probability of satisfying
reachability as 0.76. We now consider a 𝑘-inductive barrier certificate as in Definition 22. For
𝑘 = 2, 𝜀 = 0.054, 𝑐 = 0.0001, and 𝛿 = 0.001, we obtain B(𝑥) = 1.1837 − 0.1196𝑥 + 0.003𝑥2 as a
𝑘-inductive barrier certificate satisfying conditions (4.48)-(4.51). Then, by utilizing Theorem 11,
we can say the system 𝔖′ satisfies the reachability specification with a probability of at least
0.89 which is greater than the lower bound obtained by using standard barrier certificates.
This illustrates that even when standard barrier certificates exist, we may obtain more reliable
probabilities for satisfaction with 𝑘-inductive barrier certificates (see Remark 25). Figure 4.10b
shows 10 representative solution processes starting from 𝑋0. The computation time for this
approach is about 7 seconds with the mentioned tools and machine.

4.6 Conclusion
In this chapter, we leveraged the 𝑘-induction principle to propose several notions of 𝑘-inductive
barrier certificates for (stochastic) dynamical systems that extend the standard barrier certificates
while providing less conservative conditions that are easier to satisfy. By doing so, larger classes
of functions may act as barrier certificates, making the synthesis of safety and reachability
certificates more likely to be successful. In particular, we first proposed two different notions of
𝑘-inductive barrier certificates for the safety of discrete-time dynamical systems and motivated
their use through a simple finite state transition system. We also compared the two notions and
illustrated via an example that the second notion is more expressive than the first. Secondly, we
proposed a notion of 𝑘-inductive barrier certificates for the probabilistic safety verification of
discrete-time stochastic dynamical systems. We demonstrated that 𝑘-inductive barrier certificates
do not require to satisfy the restrictive supermartingale condition, and are still able to provide
lower bounds on the probability of safety satisfaction over infinite time horizons. Third, we
proposed two different definitions of 𝑘-inductive barrier certificates for reachability verification
of discrete-time stochastic dynamical systems. While the first definition provides lower bounds
on the probability that the system satisfies reachability properties, the second definition provides
almost sure reachability guarantees. We illustrate via examples that both these definitions are
less conservative than their standard barrier certificate counterparts.

Finally, we presented computational techniques for the synthesis of 𝑘-inductive barrier certifi-
cates via sum-of-squares optimization and 𝛿-complete decision procedures (where applicable).
Moreover, we presented various case studies to demonstrate the effectiveness of our proposed
approaches.



Chapter 5

Formal Analysis of Complex Logic
Specifications

5.1 Introduction

Classical control problems can involve checking complex mathematical models against relatively
simple properties like stability, invariance, or reachability. However, in many real-world appli-
cations, the systems are required to perform complicated logic tasks. For example, many robotic
applications need to satisfy some motion planning objectives. On the other hand, self-driving
cars may be required to avoid obstacles (i.e., other cars, pedestrians, etc.) while agreeing to a
pre-defined set of traffic rules. Barrier certificate-based approaches developed in the previous
chapters can inherently tackle either safety or reachability specifications. Unfortunately, they
cannot be directly utilized to tackle arbitrary logic specifications.

In the formal methods community, complicated logic tasks are traditionally expressed using
classical temporal logic specifications such as linear temporal logic (LTL), 𝜔-regular properties
or automata over (in)finite traces. For example, consider a robot that needs to sequentially
visit boxes to pick up an item and drop it at the next box. This specification can be expressed
using linear temporal logic or as an automaton. As such, the aforementioned specifications
express properties on a set of desirable system executions. While these logics can describe a
large number of specifications of interest that consider individual execution traces of systems,
many important information-flow properties and planning objectives involve relating multiple
execution traces. These properties cannot be expressed by classical temporal logic specifications
equipped to express properties of individual traces. Hyperproperties, on the other hand, are
properties of collective behaviour relating to multiple traces. For example, suppose that a system
requires that some secret information is never revealed, i.e., observations from the outside remain
indistinguishable from each other, despite the secret. This specification, known as opacity [82],
requires us to relate and quantify two observation traces simultaneously. Similarly, an optimality
objective [127] for a robotic system would require the existence of a trace that is more favorable
than all the other traces of the system, again quantifying multiple execution traces at a time. Other
examples of hyperproperties include noninterference [55] and observational determinism [103].
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HyperLTL, developed as an extension to LTL to specify hyperproperties, uses trace variables to
denote individual execution traces and utilizes universal and existential quantifiers over atomic
propositions to specify on which traces atomic propositions must hold.

In this chapter, we consider the formal analysis (verification and/or synthesis) of (stochastic)
control systems for the aforementioned logic specifications. In particular, we propose an automata-
theoretic framework for the analysis, wherein we utilize the automata corresponding to the
specifications to decompose the high-level specifications into a set of smaller safety problems.
Then, by combining the safety guarantees obtained from barrier certificate-based approaches,
one is able to provide guarantees for the original specification.

5.1.1 Related Literature
Analysis of Temporal Logic Specifications

There have been several results in the literature for the verification and synthesis of control
systems against temporal logic specifications. Many earlier results have utilized abstraction-based
techniques which need discretization of the state sets [122]. Examples include abstraction-based
framework for linear systems [123], for nonlinear systems [135], synthesizing feedback strategies
for piece-wise affine systems [134], and counterexample-guided abstraction refinement (CEGAR)
for nonlinear systems [130] to name a few. More recently, barrier certificate approaches have also
been utilized for the verification and synthesis of LTL specifications. Examples in this direction
include automata-theoretic approaches for verification of non-stochastic nonlinear systems [131],
via eventuality-based barrier certificates for hybrid systems [19], using composite control barrier
functions for a fragment of LTL for robotic tasks in [116], and automata-theoretic approach for
verification and synthesis of stochastic systems [62, 63, 64]. Barrier certificate-based approaches
have also been used for other classes of temporal logics defined over individual execution traces,
such as signal temporal logic [75, 74, 133].

Analysis of Hyperproperties

Unfortunately, most of the existing results pertaining to hyperproperties are tailored to finite-state
transition systems. For example, the results in [50] present a practical verification approach
for finite-state systems with respect to alternation-free fragments of HyperLTL formulae. The
proposed approaches in [30] present a model-checker for HyperLTL specifications with an al-
ternation depth of at most one. The results in [49] propose a new model-checking algorithm
based on model-counting for quantitative hyperproperties. A bounded model checking algorithm
for hyperproperties is proposed in [60]. Verification of other types of hyperproperties such as
𝑘-safety hyperproperties and hyperliveness properties have also been studied in [46] and [32],
respectively. Checking satisfiability of certain fragments of HyperLTL specifications, such as the
“∀∗∃∗" fragment, are undecidable in general [47]. Formal verification of continuous state-space
CPS against general hyperproperties remains largely unexplored. Hyperproperties have been
studied for continuous-space systems in [90] as well as [128], but in the context of falsification
and statistical model checking, respectively.
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5.1.2 Contributions

The focus of this chapter is to extend the (control) barrier certificate-based approaches to the
formal analysis of complex logic specifications that can be expressed using linear temporal logic
over finite traces or as deterministic finite automata (DFA), 𝜔-regular specifications, as well as
hyperproperties expressed using HyperLTL. To do so, we use a divide-and-conquer approach to
decompose the complex specifications into smaller tasks based on the structure of the automaton
associated with the specification, and then solve the smaller verification or synthesis tasks via
(control) barrier certificates. Then, we combine the guarantees obtained via (control) barrier
certificates to obtain satisfaction guarantees for the original specification.

This chapter is organized as follows. The second section of this chapter (Section 5.2) is
concerned with the controller synthesis task for (possibly interconnected) stochastic control
systems against specifications that can be represented using deterministic finite automata (DFA).
As such, these specifications are a generalization of LTL specifications that are defined over finite
traces, i.e., LTL𝐹 . For such specifications, we first compile DFA corresponding to the negation of
the specification and decompose the automata into a sequence of smaller safety tasks. Then, for
each safety task, we utilize control barrier certificates to synthesize suitable controllers and obtain
probability upper bounds on the safety violation over finite time horizons. Then, we combine
such guarantees obtained for the safety tasks to provide overall probability upper bounds on the
violation of the DFA corresponding to the negation of the specifications. By complementing
this probability, we can suitably obtain the required probability lower bounds on the satisfaction
of the original specifications. Correspondingly, we also propose a switching controller structure
by combining the controllers obtained for the safety tasks that ensure the satisfaction of the
specifications with the obtained probability lower bounds. Finally, we demonstrate our approach
by extending the safety synthesis of the network of Kuramoto oscillators presented in Section 3.3
of Chapter 3 to a specification represented by DFA.

In the third section (Section 5.3), we consider the controller synthesis for (possibly intercon-
nected) stochastic systems against 𝜔-regular properties. These specifications are defined over
infinite time horizons and can be described by the accepting languages of deterministic Streett
automata (DSA). We provide a systematic approach to decompose these high-level specifications
to simpler safety synthesis tasks by employing the automata corresponding to the specifications.
Then, by utilizing control barrier certificates for these safety tasks, we obtain probability guaran-
tees on the violation of these safety tasks, which can be combined to obtain the overall lower bound
on the probability that the original 𝜔-regular specification is satisfied. Correspondingly, we also
obtain a switching controller to ensure that the concerned stochastic control system satisfies the
original specification. Finally, we demonstrate the effectiveness of our approach by extending the
safety synthesis obtained for the room temperature network considered in Section 3.4 of Chapter 3
to an 𝜔-regular specification expressed using a suitable DSA.

The fourth section (Section 5.4) aims to propose for the first time a discretization-free, bar-
rier certificate-based verification procedure against hyperproperties. In particular, we consider
those specifications that can be expressed by HyperLTL formulae. The verification procedure
is achieved by decomposing the given specification into simpler safety tasks, so-called condi-
tional invariance, by constructing an implicitly quantified Büchi automaton corresponding to
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the complement of the specification. We introduce augmented barrier certificates (ABCs), de-
fined over an augmented system obtained by taking the product of the original system with itself
(self-composition), which provide us with sufficient conditions ensuring the satisfaction of those
conditional invariances. Then, we propose an automata-theoretic approach to extend the appli-
cability of ABCs beyond conditional invariance to HyperLTL specifications by finding barrier
certificates ensuring the possibility of avoiding accepting traces of corresponding automata by
disallowing certain transitions on different lassos (a simple path followed by a simple accepting
cycle). To do so, the “existential” player is required to select a trace before knowing the choices of
the “universal” player. This necessitates the need for a common ABC for some transitions of all
lassos, which may be hard to ensure in practice. On the other hand, when the HyperLTL property
belongs to ∀∗∃∗-fragment [30], we exploit separate ABCs to provide the necessary guarantees
by leveraging the structure of the automata corresponding to the negation of specifications. For
systems with polynomial-type dynamics, we present a sum-of-squares (SOS) approach to com-
pute polynomial-type ABCs for the individual conditional invariance. Finally, we demonstrate
the effectiveness of our proposed approach by verifying two physical case studies with respect to
initial-state opacity and initial-state robustness, respectively.

We must mention that the results presented in this chapter appear in our publications [5, 6, 10].
In particular, Section 5.2 is based on [5] which appeared as a technical note in Transactions of
Automatic Control. Section 5.3 is based on the journal paper [6] that has been accepted for
publication in Nonlinear Analysis: Hybrid Systems. Both these publications were joint works
with Abolfazl Lavaei and Majid Zamani. The author of the thesis has established the results
and written the drafts. Abolfazl Lavaei contributed to the initial discussions, revision of the
draft as well as mentoring. Majid Zamani supervised the work. The results of Section 5.4 is
based on [10] which has been conditionally accepted as a full paper in Transactions of Automatic
Control. An extended abstract version of these results also appeared in [7]. This was a joint work
with Vishnu Murali, Ashutosh Trivedi and Majid Zamani. The author of the thesis and Vishnu
Murali have contributed equally towards the technical results and preparation of the manuscript,
whereas Ashutosh Trivedi and Majid Zamani provided the necessary support and supervision.

5.2 Controller Synthesis for Stochastic Control Systems against
Specifications as DFA

In this section, we deal with a general class of specifications that can be expressed by deterministic
finite automata (DFA), as has been defined in Definition 4 in Chapter 2. The primary goal of this
section is to synthesize suitable controllers for (possibly large-scale interconnected) stochastic
control systems 𝔖 = (𝑋,𝑈, 𝜍, 𝑓 ) against specifications described by DFAA 𝑓 = (𝑄, 𝑞0, Σ, 𝛿, 𝐹),
where Σ = 2AP . To do so, we provide an automata-theoretic approach to decompose the DFA
A 𝑓 into a collection of safety specifications. Then, we utilize 𝑐-martingale control barrier
certificates, and correspondingly, results from Corollary 1 or Theorem 5, to provide probabilistic
safety guarantees over finite time horizons. These probabilistic guarantees are then combined
to obtain the overall lower bound on the probability of the satisfaction of the original DFA
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specification.

5.2.1 Problem Definition
First, we recollect from Chapter 2 that a finite trace 𝝈 𝑓 = (𝜎0, . . . , 𝜎𝑛−1) ∈ Σ∗ is said to be
accepted by DFA A 𝑓 if there exists a corresponding finite path q 𝑓 = (𝑞0, 𝑞1, . . . , 𝑞𝑛) ∈ 𝑄𝑛+1
with 𝑞𝑚+1 = 𝛿(𝑞𝑚, 𝜎𝑚), ∀𝑚 ∈ {1, . . . , 𝑛} and 𝑞𝑛 ∈ 𝐹. In order to determine whether the
stochastic control system 𝔖 satisfies the specification represented by DFA A 𝑓 , it is sufficient to
determine whether the traces corresponding to the solution processes of 𝔖 are accepted by DFA
A 𝑓 . To do so, one must first relate the solution processes of 𝔖 to the traces of A 𝑓 . This can be
done as follows.

Definition 24. For an (interconnected) dt-SCS𝔖 = (𝑋,𝑈, 𝜍, 𝑓 ) and a DFAA 𝑓 = (𝑄, 𝑞0,AP, 𝛿, 𝐹),
consider a labeling function 𝐿 : 𝑋 → AP. For a finite state sequence x𝑀 = (x(0), x(1), . . . , x(𝑀−
1)) ∈ 𝑋𝑀 of a length 𝑀 ∈ N, the corresponding finite trace over AP is given by 𝐿 (x𝑀) :=
(𝜎0, 𝜎1, . . . , 𝜎𝑀−1) ∈ AP𝑀, where 𝜎𝑖 = 𝐿 (𝑥(𝑖)) for all 𝑖 ∈ {0, 1, . . . , 𝑀 − 1}.
Remark 29. A DFA A 𝑓 is normally constructed over the alphabet Σ = 2AP . However, without
loss of generality, we work here with the set of atomic propositions AP as the alphabet rather
than its power set 2AP , i.e., Σ = AP. This is due to the fact that for any two atomic propositions
𝑝𝑖, 𝑝 𝑗 ∈ AP, 𝑖, 𝑗 ≤ |AP|, we have 𝑝𝑖 ∧ 𝑝 𝑗 = ∅, and therefore edges with conjunctions between
atomic propositions can be removed from the DFA. Moreover, other Boolean combinations like
disjunction and negation can be easily resolved by adding parallel edges with simple atomic
propositions in each of the edges, respectively.

Remark 30. Note that all LTL specifications over finite-time horizons (i.e. LTL 𝑓 ) can be repre-
sented by DFA (see Chapter 2). Note that specifications represented by DFA are more expressive
than LTL 𝑓 [38]. This is the reason we consider specifications expressed by DFA directly rather
than those expressed by LTL 𝑓 .

We now define the probability that the solution processes of the (interconnected) system
satisfy a specification over a time horizon 𝑀 .

Definition 25. Consider an (interconnected) dt-SCS 𝔖 = (𝑋,𝑈, 𝜍, 𝑓 ), a specification given by
the accepting language of a DFAA 𝑓 = (𝑄, 𝑞0,AP, 𝛿, 𝐹) and a labeling function 𝐿 : 𝑋 → AP.
Then, the probability with which the solution process x𝑎,𝜛,𝑀 of 𝔖 of length 𝑀 ∈ N starting from
an initial condition 𝑥(0) = 𝑥0 under the controller 𝜛, satisfies the specification expressed by A
is denoted by P{𝐿 (x𝑥0,𝜛,𝑀) |= A 𝑓 }.

The synthesis problem considered in this section involves computing a controller in conjunc-
tion with a tight lower bound on the probability of satisfaction over the (interconnected) dt-SCS
𝔖. This problem can be formally presented as follows.

Problem 7. Given an (interconnected) dt-SCS 𝔖 = (𝑋,𝑈, 𝜍, 𝑓 ), a desired specification admitted
by the accepting language of the DFA A 𝑓 = (𝑄, 𝑞0,AP, 𝛿, 𝐹) over a set of atomic propositions
AP = {𝑝0, 𝑝1 . . . , 𝑝𝑅}, 𝑅 ∈ N, and a labeling function 𝐿 : 𝑋 → AP, compute a controller 𝜛
and a constant 𝜘 ∈ [0, 1] such that P{𝐿 (x𝑥0,𝜛,𝑀) |= A} ≥ 𝜘.
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To tackle this problem, we utilize a DFA representing the complement of the complex speci-
fication and decompose it into simpler safety tasks. For each such task, we aim to find a suitable
c-martingale CBC (see paragraph below Definition 8, or Definition 14) along with a controller
for the (interconnected) dt-SCS that gives the probability upper bound on the violation of safety
tasks over finite time horizons. Note that CBCs for safety may be constructed monolithically (i.e.
for a non-interconnected stochastic control system) as per Corollary 1 or by using a compositional
framework (i.e., for an interconnected system) as in Chapter 3. In the case of the latter, consider
two sets 𝑋0 and 𝑋𝑢 as introduced in Definition 14. Consider that these sets are connected to atomic
propositions AP through some labeling function 𝐿 : 𝑋 → AP. We assume that those sets can
be decomposed as 𝑋0 =

∏𝑁
𝑖=1 𝑋0𝑖 and 𝑋𝑢 =

∏𝑁
𝑖=1 𝑋𝑢𝑖 . By doing so, one can simply compute a

CSBC for each subsystem separately and utilize the compositional framework to obtain a CBC
for the interconnected system. Similarly, it is assumed that atomic propositions in the set AP
can also be decomposed accordingly. This implies that sets 𝑋0𝑖 and 𝑋𝑢𝑖 , 𝑖 ∈ {1, . . . , 𝑁}, are also
connected to the corresponding decomposed structure of AP.

In the following section, we discuss the decomposition procedure and explain in detail the
computation of probability bounds on the satisfaction of specifications represented by DFA.

5.2.2 Specification Decomposition
In this subsection, we describe the specification decomposition procedure, in which we divide
a complex specification into simpler safety tasks by utilizing the automaton representing the
complement of the specification. This was initially proposed in [63] for the synthesis of monolithic
systems.

For a DFA A 𝑓 = (𝑄, 𝑞0,AP, 𝛿, 𝐹) that describes the property of interest, consider the
complement DFA Ā 𝑓 = (𝑄, 𝑞0,AP, 𝛿, �̄�) with �̄� = 𝑄 \ 𝐹 whose accepting language consists
of all finite words not present in L(A 𝑓 ). Therefore, if a system violates the satisfaction of the
acceptance condition of Ā 𝑓 , then the system satisfies the acceptance condition of the original
specification given by A 𝑓 . A sequence q = (𝑞0, 𝑞1, . . . , 𝑞𝑛 ∈ 𝑄𝑛+1) is an accepting state run of
Ā 𝑓 if 𝑞𝑛 ∈ �̄� if there exists a finite trace 𝝈 = (𝜎0, 𝜎1, . . . , 𝜎𝑛−1) such that 𝑞𝑖+1 = 𝛿(𝑞𝑖, 𝜎𝑖) for all
𝑖 ∈ {0, 1, . . . , 𝑛 − 1}. The length of the accepting state run is given by |q| = 𝑛 + 1. Let 𝑄𝑧 ⊆ 𝑄
denote the set of states having self-loops. Let R𝑀 , 𝑀 ∈ N, be the set of all finite accepting state
runs of at most length 𝑀 + 1 excluding self-loops, where

R𝑀 :={q = (𝑞0, 𝑞1, . . . , 𝑞𝑚) ∈ 𝑄𝑚+1
��𝑚 ≤ 𝑀, 𝑞𝑚 ∈ �̄�, 𝑞𝑖 ≠ 𝑞𝑖+1,∀𝑖 < 𝑚}.

R𝑀 can be computed algorithmically by considering the DFA as a directed graph G = (V, E),
where V = 𝑄 are vertices representing states of the DFA and E ⊆ V × V are edges such that
(𝑞, 𝑞′) ∈ E if and only if 𝑞′ ≠ 𝑞, and there exists 𝜎 ∈ AP such that 𝛿(𝑞, 𝜎) = 𝑞′. It can
be readily observed that a finite path starting at the vertex 𝑞0 and ending at a vertex 𝑞𝑛 ∈ �̄� is
an accepting state run q of Ā 𝑓 without any self-loops, and therefore, it belongs to R𝑀 . Using
algorithms provided in the graph theory such as the depth-first search algorithm [105], one can
readily obtain R𝑀 . Now, for each 𝑝 ∈ AP, we define R 𝑝

𝑀
as

R 𝑝
𝑀

:= {q = (𝑞0, 𝑞1, . . . , 𝑞𝑚) ∈ R𝑀 | 𝑞1 = 𝛿(𝑞0, 𝑝) ∈ AP}.
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Figure 5.1: DFA Ā 𝑓 employed in Example 5.

We consider any q = (𝑞0, 𝑞1, . . . , 𝑞𝑚) ∈ R 𝑝𝑀 and define P 𝑝 (q) as a set of all state runs
augmented with a horizon as

P 𝑝 (q) := {(𝑞𝑖, 𝑞𝑖+1, 𝑞𝑖+2), 𝑇ℎ (q, 𝑞𝑙+1) | 0 ≤ 𝑖 ≤ 𝑚 − 2}. (5.1)

We correspondingly define the set S𝑝 (q) to be the set of all consecutive transition pairs
(𝜎𝑋0 , 𝜎𝑋𝑢) ∈ AP such that

S𝑝 (q) = {(𝜎𝑋0 , 𝜎𝑋𝑢) | 𝑞𝑖+1 = 𝛿(𝑞𝑖, 𝜎𝑋0), 𝑞𝑖+2 = 𝛿(𝑞𝑖+1, 𝜎𝑋𝑢), (𝑞𝑖, 𝑞𝑖+1, 𝑞 + 𝑖 + 2) ∈ P 𝑝 (q)}
(5.2)

Each element in P 𝑝 (q) has a length of three and is augmented with a time horizon which
is given by 𝑇ℎ (q, 𝑞𝑙+1) = 𝑀 + 2 − |q| for 𝑞𝑙+1 ∈ 𝑄𝑧, and 1 otherwise. Consecutive transition
pairs in S𝑝 (q) corresponding to elements in P 𝑝 (q) are referred to as safety tasks. Consequently,
we define P𝑀 (Ā 𝑓 ) = ⋃

𝑝∈AP
⋃

q∈R 𝑝

𝑀
P 𝑝 (q) as the set of all state runs of length 3 arising from

different accepting state runs of a length less than or equal to 𝑀 + 1.

Remark 31. Note that P 𝑝 (q) = ∅ for those accepting state runs whose length is 2. Any such
sequences begin from a subset of the state space that already violates the desired specification
and the outcome is accordingly a trivial zero probability for the satisfaction of the specification.
Hence, we neglect such accepting state runs.

Remark 32. The self-loops play a pivotal role in the computation of the time horizon 𝑇ℎ (q, 𝑞𝑖+1)
for any safety task 𝜗= (𝑞𝑖, 𝑞𝑖+1, 𝑞𝑖+2) ∈ P 𝑝 (q). This is crucial to account for the number of time
steps that the solution process can remain in the self-loop 𝑞𝑖+1 ∈ 𝑄𝑧 before reaching 𝑞𝑖+2 [63].

We illustrate the decomposition of DFA Ā 𝑓 into sequential safety tasks with the help of a
running example.
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Example 5. Consider a DFA Ā 𝑓 as shown in Figure 5.1. According to the definition of DFA,
initial state is 𝑞0, set of atomic propositions AP = {𝑝0, 𝑝1, 𝑝2, 𝑝3} and set of final states
�̄� = {𝑞5}. The set of states with self-loops is given by 𝑄𝑧 = {𝑞1, 𝑞2, 𝑞3, 𝑞4}. We only consider
accepting state runs with lengths less than or equal to 5, i.e., 𝑀 = 4. The set of such accepting
state runs without self-loops is

R4 = {(𝑞0, 𝑞5), (𝑞0, 𝑞3, 𝑞5), (𝑞0, 𝑞1, 𝑞2, 𝑞5), (𝑞0, 𝑞3, 𝑞4, 𝑞5)}.
The sets R 𝑝4 for all 𝑝 ∈ AP are given by

R 𝑝0
4 = {(𝑞0, 𝑞1, 𝑞2, 𝑞5)}, R 𝑝1

4 = {(𝑞0, 𝑞5)},
R 𝑝2

4 = {(𝑞0, 𝑞3, 𝑞5), (𝑞0, 𝑞3, 𝑞4, 𝑞5)}, R 𝑝3
4 = {(𝑞0, 𝑞5)}.

For all q ∈ R 𝑝4 , we define P 𝑝 (q) as

P 𝑝0 (𝑞0, 𝑞1, 𝑞2, 𝑞5) = {(𝑞0, 𝑞1, 𝑞2, 2), (𝑞1, 𝑞2, 𝑞5, 2)}, P 𝑝1 (𝑞0, 𝑞5) = P 𝑝3 (𝑞0, 𝑞5) = ∅,
P 𝑝2 (𝑞0, 𝑞3, 𝑞5) = {(𝑞0, 𝑞3, 𝑞5, 3)}, P 𝑝2 (𝑞0, 𝑞3, 𝑞4, 𝑞5) = {(𝑞0, 𝑞3, 𝑞4, 2), (𝑞3, 𝑞4, 𝑞5, 2)}.

For each q ∈ R4, the corresponding finite traces 𝝈(q) are given by
𝝈(𝑞0, 𝑞5) = {(𝑝1 ∨ 𝑝3)}, 𝝈(𝑞0, 𝑞3, 𝑞5) = {(𝑝2, 𝑝1)},
𝝈(𝑞0, 𝑞1, 𝑞2, 𝑞5) = {(𝑝0, 𝑝1, 𝑝3)},
𝝈(𝑞0, 𝑞3, 𝑞4, 𝑞5) = {(𝑝2, 𝑝0, 𝑝3)}.

Now, for each safety task, we construct an appropriate CBC along with a corresponding
controller to obtain an upper bound on the probability that the interconnected system 𝔖 reaches
unsafe regions in finite-time horizons. We now raise the following lemma to compute CBCs and
the probabilities with which safety tasks are violated.
Lemma 9. For an accepting state run q ∈ R 𝑝

𝑀
for some 𝑀 ∈ N and some 𝑝 ∈ AP, consider

𝜗 = (𝑞, 𝑞′, 𝑞′′) ∈ P 𝑝 (q) and its corresponding safety task (𝜎𝑋0 , 𝜎𝑋𝑢), associated with time
horizon 𝑇ℎ. If there exists a c-martingale CBC and a controller 𝜛 with respect to 𝑋0 = 𝐿−1(𝜎𝑋0)
and 𝑋𝑢 = 𝐿−1(𝜎𝑋𝑢), then the upper bound on the probability that a solution process of dt-SCS 𝔖

starts from an initial state 𝑥0 ∈ 𝑋0 under the controller 𝜛 and reaches 𝑋𝑢 within the finite-time
horizon [0, 𝑇ℎ) is obtained by utilizing Corollary 1 (or Theorem 5) and is given as

P{x𝑥0,𝜛,𝑀 ∈ 𝑋𝑢 for some 𝑡 ∈ [0, 𝑇ℎ) | 𝑥0} ≤ 𝜀𝜗,𝑇ℎ , (5.3)
where 𝜀𝜗,𝑇ℎ is obtained via equation (2.22) or equation (3.10).

Once we compute the CBCs and the corresponding upper bound probabilities for all individual
safety tasks, we combine them to obtain an upper bound probability of satisfaction of the property
expressed by Ā 𝑓 , or in other words, an upper bound on the probability of violation of the
specification given by the accepting language of A 𝑓 . Consequently, we quantify a lower bound
on the probability of satisfaction together with a controller that ensures the satisfaction of the
desired specification given by A 𝑓 . The next section explains the structure of this controller as
well as the proposed procedure to compute the lower bound on the probability that the overall
complex specification is satisfied by the interconnected system.
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5.2.3 Controller and Probability Computation
Controller Structure

Computing CBC and its corresponding controller for the specification described by each individ-
ual safety task could be ambiguous when applying the controllers for 𝔖 in a closed-loop fashion.
To clarify this, we consider the DFA Ā 𝑓 from Figure 5.1. Moreover, consider the set P𝑀 (Ā 𝑓 )
for accepting state runs of a length of at most 𝑀 + 1, as obtained in Example 5. The safety tasks
corresponding to 𝜗1 = (𝑞0, 𝑞3, 𝑞4, 2) and 𝜗2 = (𝑞0, 𝑞3, 𝑞5, 3) constitute two individual problems:
one for computing the upper bound of reaching the region 𝐿−1(𝑝0) from 𝐿−1(𝑝2) and the other
one for reaching the region 𝐿−1(𝑝1) from the same region 𝐿−1(𝑝2). Ideally, one should find two
different CBCs and controllers. But since there are two outgoing transitions from state 𝑞3, namely
𝛿(𝑞3, 𝑝0) and 𝛿(𝑞3, 𝑝1), computing different controllers means that the region 𝐿−1(𝑝2) employs
two different controllers simultaneously and this issue results in ambiguity in the closed-loop
system.

One potential solution to tackle this problem is to replace 𝑋𝑢 in Lemma 9 with the union
of regions and combine the two safety problems into one. This results in a common CBC and
controller for different safety tasks. In other words, we partition P𝑀 (Ā 𝑓 ) and combine the safety
tasks with the same CBC and controller and place them in a single partition set. Consequently,
we obtain a switching controller since multiple locations in the automaton Ā 𝑓 admit different
controllers. In order to represent such a switching policy, a DFA Ā 𝑓

𝑠 is constructed. This
procedure has been adapted from [63].

Safety tasks admitting a common CBC and controller are combined together in a single
partition set. First, we define the partition set

𝛾(𝑞,𝑞′,Δ(𝑞′)) := {(𝑞, 𝑞′, 𝑞′′, 𝑇) ∈ P𝑀 (Ā 𝑓 )
�� 𝑞, 𝑞′, 𝑞′′ ∈ 𝑄 and 𝑞′′ ∈ Δ(𝑞′)},

where for any state 𝑞 ∈ 𝑄, Δ(𝑞) is the set of states that can be reached from 𝑞 in one transition. For
each partition set 𝛾(𝑞,𝑞′,Δ(𝑞′)) , we denote its corresponding CBC and controller as B𝛾(𝑞,𝑞′ ,Δ(𝑞′ ) ) (𝑥)
and𝜛𝛾(𝑞,𝑞′ ,Δ(𝑞′ ) ) (𝑥), respectively. For all safety tasks corresponding to 𝜗 ∈ P𝑀 (Ā 𝑓 ), we therefore
have

B𝜗 (𝑥) = B𝛾(𝑞,𝑞′ ,Δ(𝑞′ ) ) (𝑥) and 𝜛𝜗 (𝑥) = 𝜛𝛾(𝑞,𝑞′ ,Δ(𝑞′ ) ) (𝑥), if 𝜗 ∈ 𝛾(𝑞,𝑞′,Δ(𝑞′)) .

This results in a switching controller, where multiple locations on the automaton dictate different
controllers. For the DFA Ā 𝑓 = (𝑄, 𝑞0,AP, 𝛿, �̄�) with �̄� = 𝑄\𝐹, the corresponding DFA
representing switching mechanism is given by DFA Ā 𝑓

𝑠 = (𝑄𝑠, 𝑞0𝑠,AP𝑠, 𝛿𝑠, 𝐹𝑠) where 𝑄𝑠 :=
𝑞0𝑠 ∪ {(𝑞, 𝑞′,Δ(𝑞′)) | 𝑞, 𝑞′ ∈ 𝑄\�̄�} ∪ �̄� is the set of states, 𝑞0𝑠 := (𝑞0,Δ(𝑞0)) is the initial state,
AP𝑠 = AP is the set of atomic propositions and 𝐹𝑠 = �̄� is the set of final states. The transition
function 𝛿𝑠 is defined as

• for 𝑞0𝑠 = (𝑞0,Δ(𝑞0)),

– 𝛿𝑠 ((𝑞0,Δ(𝑞0)), 𝜎(𝑞0,𝑞
′
0)) = (𝑞0, 𝑞

′
0,Δ(𝑞

′
0)) where 𝑞′0 ∈ Δ(𝑞0),

• for all 𝑞𝑠 = (𝑞, 𝑞′,Δ(𝑞′)) ∈ 𝑄𝑠\(𝑞0𝑠 ∪ �̄�),
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Figure 5.2: DFA Ā 𝑓
𝑠 representing the switching mechanism.

– 𝛿𝑠 ((𝑞, 𝑞′,Δ(𝑞′)), 𝜎(𝑞′,𝑞′′)) = (𝑞′, 𝑞′′,Δ(𝑞′′)), where 𝑞, 𝑞′, 𝑞′′ ∈ 𝑄, 𝑞′′ ∈ Δ(𝑞′) and 𝑞′′ ∉
�̄�, and

– 𝛿𝑠 ((𝑞, 𝑞′,Δ(𝑞′)), 𝜎(𝑞′,𝑞′′)) = 𝑞′′ where 𝑞, 𝑞′, 𝑞′′ ∈ 𝑄, 𝑞′′ ∈ Δ(𝑞′) and 𝑞′′ ∈ �̄�.

Now, the controller for Problem 7 is formally given by

�̃�(𝑥, 𝑞𝑠) = �̃�𝛾𝑞′𝑠
(𝑥), ∀(𝑞𝑠, 𝐿(𝑥), 𝑞′𝑠) ∈ 𝛿𝑠 . (5.4)

Example 5 (Continued). The DFA Ā 𝑓
𝑠 representing the switching mechanism between controllers

for Example 5 is shown in Figure 5.2.

Probability Computation

For each individual safety task obtained from 𝜗 = (𝑞, 𝑞′, 𝑞′′, 𝑇ℎ) ∈ P𝑀 (Ā 𝑓 ), we first compute
upper bounds on the safety violation and then combine them to provide an upper bound on the
probability that the specification represented by the language of DFA A 𝑓 is violated, which is
provided by the following theorem.

Theorem 13. For a specification given by the accepting language of DFA A 𝑓 , let Ā 𝑓 represent
the complement of A 𝑓 . For Ā 𝑓 , let R 𝑝

𝑀
be the set of all accepting state runs of the length of

at most 𝑀 + 1 and P 𝑝 (q) be the set of state runs of length 3 augmented with the horizon 𝑇ℎ for
𝑝 ∈ AP. Then the probability that the solution processes of dt-SCS 𝔖 starting from any initial
state 𝑥0 ∈ 𝐿−1(𝑝) satisfy the specification represented by Ā 𝑓 under the controller in (5.4) within
the time horizon [0, 𝑀) ⊆ N is upper bounded by

P{𝐿 (x𝑥0,𝜛,𝑀) |= Ā 𝑓 } ≤
∑︁

q∈R 𝑝

𝑀

∏
𝜗∈P 𝑝 (q)

{𝜀𝜗,𝑇ℎ | 𝜗 = (𝑞, 𝑞′, 𝑞′′, 𝑇ℎ) ∈ P 𝑝 (q)}, (5.5)
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where 𝜀𝜗𝑇ℎ is obtained using Lemma 9 and is the upper bound on the probability that solution
processes of the system 𝔖 start from 𝑋0 := 𝐿−1(𝜎𝑋0) and reach 𝑋𝑢 := 𝐿−1(𝜎𝑋𝑢) within the time
horizon [0, 𝑇ℎ) ⊆ N, where (𝜎𝑋0 , 𝜎𝑋𝑢) is the safety task corresponding to 𝜗.

Proof. Consider a set of accepting state runs R 𝑝
𝑀

of the length of at most 𝑀 + 1 for all 𝑝 ∈ AP
and set P 𝑝 (q) as the set of state runs of a length 3, augmented with the horizon 𝑇ℎ. For 𝜗 =

(𝑞, 𝑞′, 𝑞′′, 𝑇ℎ) ∈ P 𝑝 (q), we can establish from Lemma 9 that the upper bound on the probability
that a solution process of dt-SCS 𝔖 starts from 𝑋0 = 𝐿−1(𝜎𝑋0) and reaches 𝑋𝑢 = 𝐿−1(𝜎𝑋𝑢)
within the time horizon [0, 𝑇ℎ) ⊆ N under the influence of the controller 𝜛𝜗 is given by 𝜀𝜗𝑇ℎ .
Then the probability that the solution process reaches the accepting state by following the finite
trace corresponding to q is the product of all probability bounds corresponding to elements
𝜗 = (𝑞, 𝑞′, 𝑞′′, 𝑇ℎ) ∈ P 𝑝 (q) and is given by

P(𝐿 (x𝑥0,𝜛,𝑀) |= Ā 𝑓 ) ≤
∏

𝜗∈P 𝑝 (q)
{𝜀𝜗𝑇ℎ

�� 𝜗 = (𝑞, 𝑞′, 𝑞′′, 𝑇ℎ) ∈ P 𝑝 (q)}.

Using the horizon 𝑇ℎ, we obtain the upper bound on probabilities for accepting state runs R 𝑝
𝑀

with a length of at most 𝑀 + 1 by considering all possible self-loop combinations. Given the
initial condition 𝑥0 ∈ 𝐿−1(𝑝), the final upper bound for a solution process of 𝔖 to violate the
required specification is essentially the summation of probabilities of all possible accepting state
runs from the initial state to the final state of Ā 𝑓 , and is given by

P{𝐿 (x𝑥0,𝜛,𝑀) |= Ā 𝑓 } ≤
∑︁
𝑞∈R 𝑝

𝑀

∏
𝜗∈P 𝑝 (q)

{𝜀𝜗𝑇ℎ
�� 𝜗 = (𝑞, 𝑞′, 𝑞′′, 𝑇ℎ) ∈ P(q)},

which completes the proof. □

In the following corollary, we provide the formula for computing the lower bound on the
probability that the interconnected system 𝔖 satisfies the desired specification represented by the
DFA A. This is the final result of the section providing a solution to Problem 7.

Corollary 3. The probability that the solution processes of (interconnected) stochastic control
system 𝔖 start from any initial state 𝑥0 ∈ 𝐿−1(𝑝) and satisfy the specification given by the
accepting language of DFA A 𝑓 over a finite-time horizon [0, 𝑀) ⊆ N is lower bounded by

P{𝐿 (x𝑥0,𝜛,𝑀) |= A 𝑓 } ≥ 1 −
∑︁

q∈R 𝑝

𝑀

∏
𝜗∈P 𝑝 (q)

{𝜀𝜗𝑇ℎ |𝜗 = (𝑞, 𝑞′, 𝑞′′, 𝑇ℎ) ∈ P 𝑝 (q)}. (5.6)

5.2.4 Case Study
For our case study, we apply our results to the large-scale Kuramoto oscillator network presented
in Section 3.3.4. In particular, the results in Section 3.3.4 were limited to safety specifications. In
this section, we extend the controller synthesis problem for a specification that can be expressed
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Figure 5.3: DFA Ā 𝑓 representing the complement of specification.

as a deterministic finite automaton. For the dynamics of the system, we refer to Figure 3.3 (©2022
IEEE). Note that 𝜃 = [𝜃1; . . . ; 𝜃𝑁 ] is the phase of oscillators with 𝜃𝑖 ∈ [0, 2𝜋], ∀𝑖 ∈ {1, . . . , 𝑁},
Ω = [Ω1; . . . ;Ω𝑁 ] = [0.01; . . . ; 0.01] is the natural frequency of oscillators, 𝐾 = 0.0012
is the coupling strength, 𝜏 = 0.1 is the sampling time, 𝜙(𝜃 (𝑡)) = [𝜙(𝜃1(𝑡)); . . . ; 𝜙(𝜃𝑁 (𝑡))]
such that 𝜙(𝜃𝑖 (𝑡)) =

∑
𝑗=1
𝑖≠ 𝑗

𝑠𝑖𝑛(𝜃 𝑗 (𝑡) − 𝜃𝑖 (𝑡)),∀𝑖 ∈ {1, . . . , 𝑁}, 𝜈(𝑡) = [𝜈1(𝑡); . . . ; 𝜈𝑁 (𝑡)], and

𝜍 (𝑡) = [𝜍1(𝑡); . . . ; 𝜍𝑁 (𝑡)]. Regions of interest are given by 𝑋0 = [0, 𝜋15 ]
𝑁 , 𝑋1 = [ 4𝜋9 ,

5𝜋
9 ]

𝑁 , 𝑋2 =

[ 14𝜋
15 , 𝜋]

𝑁 , 𝑋3 = [𝜋, 16𝜋
15 ]

𝑁 , 𝑋4 = [ 13𝜋
9 ,

14𝜋
9 ]

𝑁 , 𝑋5 = [ 29𝜋
15 , 2𝜋]

𝑁 and 𝑋6 = 𝑋\(𝑋0 ∪ 𝑋1 ∪ 𝑋2 ∪
𝑋3 ∪ 𝑋4 ∪ 𝑋5). Each region is associated with an element of the atomic proposition given by
AP = {𝑝0, 𝑝1, 𝑝2, 𝑝3, 𝑝4, 𝑝5, 𝑝6} such that the labeling function 𝐿 (𝑥𝑙) = 𝑝𝑙 for all 𝑥𝑙 ∈ 𝑋 𝑙 , 𝑙 ∈
{0, 1, . . . , 6}.

The main goal is to compute a controller such that if the system starts from 𝑋1, it must
always stay away from 𝑋0 and 𝑋2, and if it starts from 𝑋4, it must always stay away from 𝑋3

and 𝑋5 within the time horizon [0, 𝑇𝑑) ⊆ N, with time horizon 𝑇𝑑 = 7. Such a property can be
represented as an LTL 𝑓 specification given by (𝑝1 ∧ □¬(𝑝0 ∨ 𝑝2)) ∨ (𝑝4 ∧ □¬(𝑝3 ∨ 𝑝5)) over
the finite time horizon of 𝑇𝑑 = 7. It can also be represented by the accepting language of a DFA.
Figure 5.3 shows the complement DFA Ā 𝑓 . The DFAA 𝑓 representing the original specification
can be readily obtained by switching the non-accepting and accepting states in the figure. We first
begin by decomposing the complement of the specification into simple safety tasks. We consider
accepting state runs without self-loops with 𝑀 = 7. The DFA Ā 𝑓 has three such accepting state
runs and R𝑀 = {(𝑞0, 𝑞3), (𝑞0, 𝑞1, 𝑞3), (𝑞0, 𝑞2, 𝑞3)}. For all 𝑝 ∈ AP, we have R 𝑝0

𝑀
= R 𝑝2

𝑀
=

R 𝑝3
𝑀

= R 𝑝5
𝑀

= R 𝑝6
𝑀

= {(𝑞0, 𝑞3)}, R 𝑝1
𝑀

= {(𝑞0, 𝑞1, 𝑞3)}, and R 𝑝4
𝑀

= {(𝑞0, 𝑞2, 𝑞3)}. Sets P 𝑝 (q)
can be obtained for each of these accepting state runs as P 𝑝1 (𝑞0, 𝑞1, 𝑞3) = {(𝑞0, 𝑞1, 𝑞3, 6)} and
P 𝑝2 (𝑞0, 𝑞2, 𝑞3) = {(𝑞0, 𝑞2, 𝑞3, 6)}. Note that since q = (𝑞0, 𝑞3) is a state run of a length 2,
it admits a trivial probability as mentioned in Remark 31, and therefore, it can be neglected.
Consequently, we need to find control barrier certificates and corresponding controllers for the
remaining two safety tasks 𝜗1 = (𝑞0, 𝑞1, 𝑞3, 6) and 𝜗2 = (𝑞0, 𝑞2, 𝑞3, 6), namely (𝑝1, (𝑝0 ∨ 𝑝2))
and (𝑝4, (𝑝0 ∨ 𝑝5)), respectively.

Note that since the considered system is a large-scale one, computing control barrier certifi-
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Table 5.1: CSBC, controller, and parameters obtained for safety tasks 𝜗 for all 1 ≤ 𝑖 ≤ 𝑁

subsystems.

𝜗 B𝑖 (𝜃𝑖 ) 𝜛𝑖𝜗 (𝜃𝑖 ) 𝜂𝑖 𝛽𝑖 𝑐𝑖 𝛼𝑖 (𝑠) 𝜅𝑖 (𝑠) 𝜌𝑖 (𝑠) 𝜚𝑖 (𝑠)

(𝑞0, 𝑞1, 𝑞3, 6) 0.001361𝜃8
𝑖

−
0.0001877𝜃7

𝑖
+

0.0004904𝜃6
𝑖

−
0.03395𝜃5

𝑖
+

0.00107𝜃4
𝑖
−0.1927𝜃3

𝑖
+

1.71𝜃2
𝑖
−3.205𝜃𝑖+1.827

−0.532𝜃2
𝑖
+ 1.69 0.02 1.2 0.0083 4.7 × 10−7𝑠 0.997𝑠 4.49 × 10−7𝑠 𝑠

(𝑞0, 𝑞2, 𝑞3, 6) 0.5396𝜃 𝑖2 − 5.086𝜃 𝑖 +
11.86

−0.21𝜃2
𝑖
+ 4.6591 0.017 1 0.0162 4.5 × 10−8𝑠 0.998𝑠 4.49 × 10−8𝑠 𝑠

cates monolithically and providing probability guarantees for the safety tasks via Corollary 1 is
not scalable. Therefore, we utilize the compositional framework based on the small gain theo-
rem, as provided in Section 3.3 in Chapter 3 to compute control barrier certificates. To do so,
we consider the network of 𝑁 nonlinear oscillators as an interconnection of 𝑁 subsystems, i.e.,
𝔖 = I(𝔖1, . . . ,𝔖𝑁 ) where each subsystem 𝔖𝑖, 𝑖 ∈ {1, . . . , 𝑁}, can be described by dynamics as
shown in Figure 3.3 (©2022. To compute control sub-barrier certificates and the corresponding
local controllers, we utilize the SOS algorithm in Section 3.3.3 and in particular, we use SOS-
TOOLS and SDP solver SeDuMi. Since dynamics of 𝔖 are not polynomial and SOS algorithm
is only equipped to provide solutions for polynomial dynamics, we make an approximation to our
dynamics, as already explained in the case study in Section 3.3.4.

The CSBC, local controller, and other parameters for the safety tasks corresponding to 𝜗1
and 𝜗2 are shown in Table 5.1 (©2022 IEEE). For both tasks, we utilize results from Section 3.3
to show that CBC can be constructed compositionally. Then, by Lemma 9, we correspondingly
obtain upper bounds for reaching states corresponding to 𝑝0 ∨ 𝑝2 and 𝑝3 ∨ 𝑝5 from 𝑝1 and 𝑝4,
respectively. These values are reported in Table 5.2 (©2022 IEEE). The switching mechanism
for controllers is obtained as described in Subsection 5.2.3. Now, by employing Theorem 13
and Corollary 3, we obtain the lower bound on the probability that the solution processes of
the interconnected system 𝔖 start from an initial state 𝑥0 ∈ 𝑋1 and satisfy the specification
represented by the language of DFA A within the time horizon 𝑇𝑑 = 7 as

P{𝐿 (x𝑥0,𝜛,7) |= A} ≥ 0.94.

Similarly, for the solution processes of the interconnected system 𝔖 starting from 𝑥0 ∈ 𝑋4, we
acquire

P{𝐿 (x𝑥0,𝜛,7 |= A} ≥ 0.9.

Figure 5.4 (©2022 IEEE) shows the evolution of solution processes within the time horizon
𝑇𝑑 = 7 when starting from initial regions of 𝑋1 and 𝑋4. The CSBC computation for 𝜗1 takes 1
minute with a memory usage of 30 MB and for 𝜗2, it takes 20 seconds and 1 MB memory on a
Microsoft Windows machine (Intel i7-8665U CPU with 32 GB of RAM).
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Figure 5.4: Closed-loop state trajectories of a representative oscillator in a network of 100
oscillators with 10 noise realizations with an initial state starting from (left) 𝑋1, and (right) 𝑋4.

Table 5.2: CBC, controller, and probabilistic guarantees obtained for safety tasks 𝜗 for the
interconnected system.

𝜗 B(𝜃 ) 𝜛𝜗 (𝜃 ) 𝜂 𝛽 𝑐 𝜅 (𝑠) 𝜘𝜗𝑇ℎ

(𝑞0, 𝑞1, 𝑞3, 6) max𝑖 {0.001361𝜃8
𝑖
− 0.0001877𝜃7

𝑖
+

0.0004904𝜃6
𝑖
− 0.03395𝜃5

𝑖
+

0.00107𝜃4
𝑖
− 0.1927𝜃3

𝑖
+ 1.71𝜃2

𝑖
−

3.205𝜃𝑖 + 1.827}

[−0.532𝜃2
1 +1.69; . . . ; −0.532𝜃2

100+
1.69𝜃100 ]

0.02 1.2 0.0083 0.997𝑠 0.0568

(𝑞0, 𝑞2, 𝑞3, 6) max𝑖 {0.5396𝜃 𝑖2 − 5.086𝜃 𝑖 +11.86} [−0.21𝜃2
1 +4.6591; . . . ; −0.21𝜃2

100+
4.6591𝜃100 ]

0.017 1 0.0162 0.998𝑠 0.109

5.3 Controller Synthesis for Stochastic Control Systems against
𝜔-Regular Properties

In the last section, we considered the controller synthesis procedure for (interconnected) stochas-
tic control systems against specifications that can be expressed by deterministic finite automata. It
must be noted that such specifications are inherently defined over finite time horizons. However,
for reactive systems such as medical devices and power grids, it is essential to provide long-term
guarantees over infinite time horizons. Therefore, it becomes necessary to express specifications
using 𝜔-regular languages. Such specifications can be expressed by 𝜔-automata that can recog-
nize infinite traces, such as non-deterministic Büchi automata [23], deterministic Rabin automata
[101], deterministic Streett automata [118], parity automata or Muller automata [86]. While the
above-mentioned automata have different acceptance conditions, they have the same expressive
power and all of them recognize 𝜔-regular languages. Here, we use deterministic Streett au-
tomata (DSA) to describe 𝜔-regular properties and provide a controller synthesis procedure for
(interconnected) stochastic control systems against specifications represented as DSA. Similar to
Section 5.3, in this section, we provide a controller synthesis procedure for such specifications by
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decomposing the automata into a set of safety tasks and utilizing CBCs to provide probabilistic
guarantees of these tasks. Then, we combine these guarantees to obtain lower bounds on the
probability that the system satisfies the original DSA specification.

5.3.1 Probem Definition
First, recollect from Section 2.4 that DSA A𝑠 = (𝑄, 𝑞0, Σ, 𝛿, 𝐴𝑐𝑐) is a tuple consisting of a set
of states, an initial state, the alphabet Σ, deterministic transition function 𝛿 and an accepting
condition that is given by a pair of states, i.e., {< 𝐸1, 𝐹1 >, < 𝐸2, 𝐹2 >, . . . , < 𝐸𝑧, 𝐹𝑧 >}, where
< 𝐸𝑖, 𝐹𝑖 > with 𝐸𝑖, 𝐹𝑖 ⊆ 𝑄,∀𝑖 ∈ {1, . . . , 𝑧}. Moreover, we define we 𝐸 = {𝐸1, 𝐸2, . . . , 𝐸𝑧}
and 𝐹 = {𝐹1, 𝐹2, . . . , 𝐹𝑧} where < 𝐸𝑖, 𝐹𝑖 > ∈ Acc, ∀𝑖 ∈ {1, . . . , 𝑧}. Finally, an infinite run
q = (𝑞0, 𝑞1, . . .) is said to be an accepting run forA𝑠 if for all 𝐸𝑖 ∈ 𝐸 and 𝐹𝑖 ∈ 𝐹, 𝑖 ∈ {1, . . . , 𝑧},
we have inf (q) ∩𝐸𝑖 = ∅ or inf (q) ∩𝐹𝑖 ≠ ∅. The corresponding trace 𝜎(q) is said to be accepted
by the DSA A, denoted by 𝜎(q) |= A𝑠. The language of A, denoted by L(A𝑠), comprises all
the traces accepted byA𝑠. We consider specifications expressed by accepting languages of DSA
A𝑠 when input symbols are defined over a set of atomic propositions AP as the alphabet, i.e.,
Σ = 2AP . However, as seen in Remark 34, without any loss of generality, we can consider that
Σ = AP. Moreover, specifications expressed as linear temporal logic (LTL) formulae can be
represented by DSA with the help of existing tools like ltl2dstar [68].

Remark 33. A DSA A with the set 𝐸 = ∅ accepts any infinite run. Therefore, without loss of
generality, we assume that the set 𝐸 is non-empty.

It should be noted that while deterministic Büchi automata are also a class of 𝜔-automata and
are used for representing languages over infinite words, their expressive power is strictly weaker
than other classes of 𝜔-automata such as non-deterministic Büchi, deterministic Streett or Rabin
automata. It is worth mentioning that if the verification is the main objective, one can utilize both
deterministic and non-deterministic Büchi automata. The latter is preferred because it has higher
expressive power, and accordingly, it can represent 𝜔-regular properties. However, in our work,
we deal with the controller synthesis problem where the determinism of automata is crucial, and
one cannot directly work with non-deterministic Büchi automata (NBA). In this case, one needs
to determinize the automata without losing their expressiveness. Although the idea of this work
can be applied to less expressive automata including deterministic Büchi automata, we prefer to
deal with the full class of LTL properties. Hence, we work with deterministic Streett automata
since they have the same expressive power as NBA.

Similar to Section 5.2, our synthesis procedure relies on the decomposition of the automata
into simple safety tasks and utilizing the probabilistic guarantees for safety and combining them
to provide guarantees for the original specification. Note that we obtain the controller synthesis
for safety tasks using supermartingale barrier certificates as in Definition 8 or Definition 17 since
they suitably provide probability guarantees over infinite time horizons. To do so, we first define
how 𝜔-regular properties are connected to solution processes of the (interconnected) dt-SCS 𝔖

via the labeling function 𝐿 : 𝑋 → AP.
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Definition 26. For an (interconnected) dt-SCS 𝔖 = (𝑋,𝑈, 𝜍, 𝑓 ) and a DSAA𝑠 = (𝑄, 𝑞0,AP, 𝛿,
Acc), consider a labeling function 𝐿 : 𝑋 → AP. For an infinite-state sequence x = (x(0), x(1), . . .)
∈ 𝑋𝜔, the corresponding trace over AP is given by 𝐿 (x) := (𝜎0, 𝜎1, . . .) ∈ AP𝜔, where
𝜎𝑖 = 𝐿 (x(𝑖)) for all 𝑖 ∈ N.

Similar to the previous results of Section 5.2, we consider that the set of atomic propositions
AP = {𝑝0, 𝑝1, . . . , 𝑝𝑅}, 𝑅 ∈ N provides a measurable partition of the state space 𝑋 =

⋃𝑅
𝑖=1 𝑋

𝑖

via the labeling function 𝐿 : 𝑋 → AP such that 𝐿 (𝑥 ∈ 𝑋 𝑖) = 𝑝𝑖. Without loss of generality, it
can be assumed that 𝑋 𝑖 ≠ ∅ for any 𝑖 ∈ {1, . . . , 𝑅}.

Remark 34. Since AP provides a measurable partition of the state set 𝑋 , for any two atomic
propositions 𝑝𝑖, 𝑝 𝑗 ∈ AP, 𝑖 ≠ 𝑗 , 𝑖, 𝑗 ∈ {1, . . . , 𝑅}, we have that 𝑝𝑖 ∧ 𝑝 𝑗 = ∅. Therefore, while
constructing the DSA A corresponding to the required specification, one can remove the edges
with 𝑝𝑖∧ 𝑝 𝑗 as they are infeasible. Moreover, other Boolean combinations of atomic propositions
may also be resolved. For example, an edge with 𝑝𝑖 ∨ 𝑝 𝑗 can be resolved by adding two new
edges with 𝑝𝑖 and 𝑝 𝑗 , respectively. The negation ¬𝑝𝑖 can also be handled in a similar fashion.
Therefore, we assume in the remainder of the paper that the alphabet Σ is defined directly over
the set of atomic propositions rather than its power set, i.e., Σ = AP.

We now define the probability with which solution processes of interconnected dt-SCS 𝔖

satisfy an 𝜔-regular specification represented by DSA A𝑠.

Definition 27. Consider an (interconnected) dt-SCS𝔖 = (𝑋,𝑈, 𝜍, 𝑓 ), a specification given by the
accepting language of the DSAA𝑠 = (𝑄, 𝑞0,AP, 𝛿, 𝐴𝑐𝑐) and a labeling function 𝐿 : 𝑋 → AP.
Then the probability with which the solution process x𝑥0,𝜛 under the controller 𝜛 with an initial
condition 𝑥(0) = 𝑥0 satisfies the specification expressed by A𝑠 is given by P{𝐿 (x𝑥0,𝜛) |= A𝑠}.

To tackle the controller synthesis problem, we must obtain a suitable controller in conjunction
with a lower bound on the probability that the (interconnected) dt-SCS satisfies a specification
described by DSA. We now formally state the problem considered in this section as follows.

Problem 8. Given an (interconnected) dt-SCS 𝔖 = (𝑋,𝑈, 𝜍, 𝑓 ), a specification represented by
the accepting language of a DSA A𝑠 = (𝑄, 𝑞0,AP, 𝛿,Acc) over a set of atomic propositions
AP = {𝑝0, 𝑝1 . . . , 𝑝𝑅}, 𝑅 ∈ N, and a labeling function 𝐿 : 𝑋 → AP, compute a controller 𝜛
(if existing) and a constant 𝜘 ∈ [0, 1] such that P{𝐿 (x𝑥0,𝜛) |= A} ≥ 𝜘.

To tackle this problem for a given specification represented by the DSA, we decompose the
DSA into a set of sequential safety tasks such that the satisfaction of these smaller tasks leads to the
satisfaction of the original DSA. Then, our problem is reduced to finding CBCs and appropriate
controllers for each of these safety tasks. Note that, similar to the results in Section 5.2, one
may provide similar results for both smaller stochastic control systems by utilizing control barrier
certificates as in Definition 8, or for interconnected stochastic control systems by compositionally
constructing control barrier certificates as in Definition 17. However, to apply the results on the
latter, one requires some mild assumptions on the considered sets corresponding to the atomic
propositions. In particular, let sets 𝑋0 and 𝑋𝑢, as introduced in Definition 17, be connected to
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the atomic propositions in AP via some labeling function 𝐿 : 𝑋 → AP. We assume that these
sets can be decomposed as 𝑋0 =

∏𝑁
𝑖=1 𝑋0𝑖 and 𝑋𝑢 =

∏𝑁
𝑖=1 𝑋𝑢𝑖 . We also assume that the atomic

propositions in AP can also be decomposed similarly. This allows connecting the sets 𝑋0𝑖 and
𝑋𝑢𝑖 , 𝑖 ∈ {1, . . . , 𝑁}, to the corresponding decomposed structure of AP, and consequently, one
can apply the results of Section 3.4 by computing CSBCs for each subsystem separately and then
combining them to obtain CBC for the interconnected system compositionally.

In the following section, we describe the automata decomposition procedure to decompose
the DSA into smaller safety tasks.

5.3.2 Specification Decomposition
In order to facilitate controller synthesis for general 𝜔-regular specifications represented by
accepting languages of DSA, we use a divide-and-conquer method and reduce the automaton to
a set of simple sequential safety tasks. This method is slightly similar to the one proposed in
Section 5.2 for decomposing specifications represented by DFA by considering the complement
of the specifications. However, in our case, we directly deal with the specifications represented
by DSA without requiring any complementation. Moreover, as mentioned earlier, we are dealing
here with infinite time horizons rather than finite time horizons. We now briefly describe the
decomposition procedure.

A specification represented by DSA A𝑠 = (𝑄, 𝑞0,AP, 𝛿, 𝐴𝑐𝑐) is said to be satisfied by a
dt-SCS 𝔖 if the traces 𝐿 (x𝑥0,𝜛) corresponding to the solution processes x𝑥0,𝜛 of 𝔖 are accepted
byA𝑠. Note that this is the case when the corresponding runs of the form q = (𝑞0, 𝑞1, . . .) ∈ 𝑄𝜔
satisfy the following condition: for all 𝐸𝑖 ∈ 𝐸 and 𝐹𝑖 ∈ 𝐹, 𝑖 ∈ {1, . . . , 𝑧}, inf (q) ∩ 𝐸𝑖 = ∅ or
inf (q) ∩ 𝐹𝑖 ≠ ∅. Note that satisfying inf (q) ∩ 𝐸𝑖 = ∅, for all 𝐸𝑖 ∈ 𝐸 , automatically implies the
satisfaction of the original acceptance condition of the DSA A𝑠. We refer to this as the partial
acceptance condition of the DSA. Moreover, we call an infinite run q̄ = (𝑞0, 𝑞1, . . .) a partially
accepting state run iff for all 𝐸𝑖 ∈ 𝐸 , we have inf (q̄) ∩ 𝐸𝑖 = ∅. Now, to decompose the DSA A𝑠

into consecutive safety tasks, we first obtain all partially accepting lasso runs (or simply, lassos)
of A𝑠. Such a lasso consists of a simple (i.e. without self-loops) finite path from the initial state
𝑞0 ∈ 𝑄 to a state in 𝐸 , concatenated with a simple finite cycle from the state in 𝐸 to itself. Then,
formally, a lasso is a pair q̃ = (q̃ 𝑓 , q̃𝑙) such that q̃ 𝑓 = (𝑞 𝑓0 , 𝑞

𝑓

1 , . . . , 𝑞
𝑓
𝑎 𝑓
, 𝑞𝑙0) represents the finite

path and q̃𝑙 = (𝑞𝑙0, 𝑞
𝑙
1, . . . , 𝑞

𝑙
𝑎𝑙
, 𝑞𝑙0) represents the finite cycle, where 𝑎 𝑓 , 𝑎𝑙 ∈ N, 𝑞 𝑓0 = 𝑞0 and

𝑞𝑙0 ∈ 𝐸 . Note that the number of such lassos for the DSA A𝑠 is finite since A𝑠 consists of finite
numbers of states and edges. Let R be the set of all such lassos, and R 𝑓 and R𝑙 be sets containing
only finite paths q̃ 𝑓 and q̃𝑙 , respectively. Now, for each 𝑝 ∈ AP, we define a set R 𝑝 as

R 𝑝 :=
{
q̃ = (︸                  ︷︷                  ︸

q̃ 𝑓

𝑞
𝑓

0 , 𝑞
𝑓

1 , . . . , 𝑞
𝑓
𝑎 𝑓
,

q̃𝑙︷                 ︸︸                 ︷
𝑞𝑙0, 𝑞

𝑙
1, . . . , 𝑞

𝑙
𝑎𝑙
, 𝑞𝑙0) ∈ R

�� 𝑞 𝑓1 = 𝛿(𝑞 𝑓0 , 𝑝), 𝑝 ∈ AP
}
. (5.7)

Similarly, sets R 𝑝
𝑓

and R 𝑝
𝑙

are defined for simple finite paths and simple finite cycles, respectively.
Now, in order to perform decomposition into safety tasks, we define a set P 𝑝 (q̃) for any q̃ =
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(𝑞0, 𝑞1, . . . , 𝑞𝑎 𝑓 +𝑎𝑙+3) ∈ R 𝑝 as

P 𝑝 (q̃) =
{
(𝑞𝑖, 𝑞𝑖+1, 𝑞𝑖+2)

�� 0 ≤ 𝑖 ≤ 𝑎 𝑓 + 𝑎𝑙 + 1
}
. (5.8)

We correspondingly define the set S𝑝 (q̃) to be the set of all consecutive transition pairs
(𝜎𝑋0 , 𝜎𝑋𝑢) ∈ AP such that

S𝑝 (q̃) = {(𝜎𝑋0 , 𝜎𝑋𝑢) | 𝑞𝑖+1 = 𝛿(𝑞𝑖, 𝜎𝑋0), 𝑞𝑖+2 = 𝛿(𝑞𝑖+1, 𝜎𝑋𝑢), (𝑞𝑖, 𝑞𝑖+1, 𝑞𝑖+2) ∈ P 𝑝 (q̃)}. (5.9)

Consecutive transition pairs in S𝑝 (q) corresponding to elements P 𝑝 (q) are referred to as safety
tasks. Consequently, we define P 𝑝 (q̃ 𝑓 ) and P 𝑝 (q̃𝑙) to comprise the elements from simple
finite paths and cycles q̃ 𝑓 and q̃𝑙 , respectively, for each 𝑝 ∈ AP. Finally, we define P(A)𝑠 =⋃
𝑝∈AP

⋃
q̃∈R 𝑝 P 𝑝 (q̃) as the set of all such elements obtained from the DSA A𝑠.

Remark 35. Note that even though self-loops are ignored while decomposing the DSA A𝑠 into
safety tasks 𝜗 = (𝑞𝑖, 𝑞𝑖+1, 𝑞𝑖+2) ∈ P 𝑝 (q̃), it is crucial to account for the time spent in the self-loops
before reaching the state 𝑞𝑖+2 from 𝑞𝑖. This is automatically accounted for via the construction
of control barrier certificates.

We employ the following example for the sake of better illustration.

Example 6. We perform safety decomposition for the DSA A𝑠 shown in Figure 5.5. The figure
indicates with an arrow→ the initial state of the system, while  and ■ indicate the states that
can be visited finitely and infinitely many times, respectively. In other words, we have 𝑞0 as
initial state, the set of the atomic proposition AP = {𝑝0, 𝑝1, 𝑝2} and Acc =< 𝑞4, 𝑞2 > as the
acceptance condition. Therefore, an infinite run q is accepted if it visits 𝑞4 only finitely often or
𝑞2 infinitely often. In order to decompose the problem into safety tasks, we consider the partially
accepting lasso runs of the DSA A𝑠 and obtain the set R consisting of all such lassos. This is
given by

R =
{
(𝑞0, 𝑞4, 𝑞5, 𝑞4), (𝑞0, 𝑞3, 𝑞4, 𝑞5, 𝑞4), (𝑞0, 𝑞1, 𝑞4, 𝑞5, 𝑞4),
(𝑞0, 𝑞1, 𝑞2, 𝑞4, 𝑞5, 𝑞4)

}
.

The sets R 𝑝 for 𝑝 ∈ AP, are obtained as

R 𝑝0 =
{
(𝑞0, 𝑞1, 𝑞4, 𝑞5, 𝑞4), (𝑞0, 𝑞1, 𝑞2, 𝑞4, 𝑞5, 𝑞4)

}
,

R 𝑝1 =
{
(𝑞0, 𝑞4, 𝑞5, 𝑞4)

}
, R 𝑝2 =

{
(𝑞0, 𝑞3, 𝑞4, 𝑞5, 𝑞4)

}
.

Now for each q̃ ∈ R 𝑝, we define P 𝑝 (q̃) as follows:

P 𝑝0 (𝑞0, 𝑞1, 𝑞2, 𝑞4, 𝑞5, 𝑞4) =
{
(𝑞0, 𝑞1, 𝑞2), (𝑞1, 𝑞2, 𝑞4), (𝑞2, 𝑞4, 𝑞5), (𝑞4, 𝑞5, 𝑞4)

}
,

P 𝑝0 (𝑞0, 𝑞1, 𝑞4, 𝑞5, 𝑞4) =
{
(𝑞0, 𝑞1, 𝑞4), (𝑞1, 𝑞4, 𝑞5), (𝑞4, 𝑞5, 𝑞4)

}
,

P 𝑝1 (𝑞0, 𝑞4, 𝑞5, 𝑞4) =
{
(𝑞0, 𝑞4, 𝑞5), (𝑞4, 𝑞5, 𝑞4)

}
,

P 𝑝2 (𝑞0, 𝑞3, 𝑞4, 𝑞5, 𝑞4) =
{
(𝑞0, 𝑞3, 𝑞4), (𝑞3, 𝑞4, 𝑞5), (𝑞4, 𝑞5, 𝑞4)

}
.
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Figure 5.5: DSA A𝑠 employed in Example 6.

Finite words 𝝈(q̃) corresponding to q̃ ∈ R are obtained as

𝝈(𝑞0, 𝑞1, 𝑞2, 𝑞4, 𝑞5, 𝑞4) = (𝑝0, 𝑝1, 𝑝2, 𝑝0, 𝑝1),
𝝈(𝑞0, 𝑞1, 𝑞4, 𝑞5, 𝑞4) = (𝑝0, 𝑝2, 𝑝0, 𝑝1), 𝝈(𝑞0, 𝑞4, 𝑞5, 𝑞4) = (𝑝1, 𝑝0, 𝑝1),
𝝈(𝑞0, 𝑞3, 𝑞4, 𝑞5, 𝑞4) = (𝑝2, 𝑝1, 𝑝0, 𝑝1).

We now propose a systematic procedure utilizing CBC to obtain a suitable controller while
computing (preferably maximizing) the lower bound on the probability that interconnected dt-
SCS 𝔖 satisfies the specification expressed by the DSA A. To do this, we first consider all the
elements in the set P(A𝑠), each of which corresponds to a safety task (𝜎𝑋0 , 𝜎𝑋𝑢). We then
compute the upper bound on the probability that these safety tasks are violated and then combine
them to obtain an overall lower bound on the probability of the satisfaction of the specification
given by A𝑠.

Lemma 10. For a lasso q̃ ∈ R 𝑝 with 𝑝 ∈ AP, consider a safety task (𝜎𝑋0 , 𝜎𝑋𝑢) corresponding
to 𝜗 = (𝑞, 𝑞′, 𝑞′′) ∈ P 𝑝 (q̃). If there exists a CBC and a suitable controller 𝜛 with respect to
𝑋0 = 𝐿−1(𝜎𝑋0), 𝑋𝑢 = 𝐿−1(𝜎𝑋𝑢), then the probability that the solution process of dt-SCS 𝔖 with
initial condition 𝑥0 ∈ 𝑋0 reaches the region 𝑋𝑢 under 𝜛 is upper bounded by

P{x𝑥0,𝜛 ∈ 𝑋𝑢 for some 𝑡 ∈ N | 𝑎} ≤ 𝜀𝜗, (5.10)

where 𝜀𝜗 is obtained from equation (2.21) or equation 3.30.

Remark 36. The satisfaction of the specification represented by the DSA A𝑠 requires the dis-
junction of two different occurrences, i.e., states in 𝐸 should be visited finitely often or states in 𝐹
should be visited infinitely often. However, since the disjunction is already satisfied when one of
the occurrences holds, the probability of satisfaction of the specification represented by A𝑠 can
be ultimately lower bounded by the probability of the states in 𝐸 being visited only finitely often.



102 5. Formal Analysis of Complex Logic Specifications

Therefore, we can ignore states in 𝐹 and proceed with sequential decomposition only by taking
into account states in 𝐸 . This is tailored to the nature of CBCs which provide safety guarantees
and results in some conservatism in our approach.

Remark 37. For any 𝜗 = (𝑞, 𝑞′, 𝑞′′), if we have 𝐿−1(𝜎𝑋0) ∩ 𝐿−1(𝜎𝑋𝑢) ≠ ∅, then the safety task
does not admit any control barrier certificate, and correspondingly the probability of violating
the safety task is 1. This is due to the nature of CBCs that require the separation of the initial set
and the unsafe set (see Definition 8 or Definition 17).

5.3.3 Controller and Probability Computation
Generally, every safety task obtainedP(A𝑠) admits a single CBC and its corresponding controller.
However, in a scenario where there is more than one edge emanating from a single state in the
automaton, this can result in ambiguities. For this reason, we combine multiple safety tasks into
a single partition set and adopt a switching controller dependent on the location in the automaton.
The next subsection explains the switching controller in detail. We also discuss the computation
of the overall lower bound on the probability that solution processes of the interconnected system
satisfy the original specification.

Controller Structure

Consider the DSA A𝑠 shown in Figure 5.5. Consider two safety tasks corresponding to two
elements 𝜗1 = (𝑞0, 𝑞1, 𝑞2) and 𝜗2 = (𝑞0, 𝑞1, 𝑞4). Ideally, we must compute two different CBCs
and controllers for each of these tasks, one for avoiding the region 𝐿−1(𝑝1) and the other for
avoiding 𝐿−1(𝑝2) from a common initial region 𝐿−1(𝑝0). Since one cannot employ two different
controllers simultaneously in the same region of the state space, this issue results in ambiguity
while deploying controllers for the closed-loop system. We resolve this issue by combining the
two safety tasks into one by simply replacing the set 𝑋𝑢 in Lemma 10 with the union of regions
corresponding to the alphabet present in all outgoing edges from the common state. To do so, we
combine all safety tasks corresponding P(A𝑠) with a common CBC and put them together in a
single partition set. Such sets are defined as

𝛾(𝑞,𝑞′,Δ(𝑞′)) :=
{
(𝑞, 𝑞′, 𝑞′′) ∈ P(A𝑠)

�� 𝑞, 𝑞′, 𝑞′′ ∈ 𝑄 and 𝑞′′ ∈ Δ(𝑞′)
}
,

where Δ(𝑞) is the set of states that can be reached from a state 𝑞 ∈ 𝑄. For the parti-
tion set 𝛾(𝑞,𝑞′,Δ(𝑞′)) , the corresponding CBC and controller are denoted as B𝛾(𝑞,𝑞′ ,Δ(𝑞′ ) ) (𝑥) and
𝜛𝛾(𝑞,𝑞′ ,Δ(𝑞′ ) ) (𝑥), respectively. For all safety tasks 𝜗 ∈ P(A𝑠), we therefore have

B𝜗 (𝑥) = B𝛾(𝑞,𝑞′ ,Δ(𝑞′ ) ) (𝑥) and 𝜛𝜗 (𝑥) = 𝜛𝛾(𝑞,𝑞′ ,Δ(𝑞′ ) ) (𝑥), if 𝜗 ∈ 𝛾(𝑞,𝑞′,Δ(𝑞′)) .
The system admits a switching controller as the control input depending on the state of the au-
tomaton. To represent such a switching controller, a new switching automatonA𝑠

𝑠 is constructed.
For the DSA A𝑠 = (𝑄, 𝑞0,AP, 𝛿,Acc), we represent the corresponding switching mechanism
as A𝑠

𝑠 = (𝑄𝑠, 𝑞0𝑠,AP𝑠, 𝛿𝑠) where 𝑄𝑠 := 𝑞0𝑠 ∪ {(𝑞, 𝑞′,Δ(𝑞′)) | 𝑞, 𝑞′ ∈ 𝑄} is the set of states,
𝑞0𝑠 := (𝑞0,Δ(𝑞0)) is the initial state and AP𝑠 = AP is the set of atomic propositions. The
transition function 𝛿𝑠 is defined as
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Figure 5.6: Automaton A𝑠
𝑠 representing switching mechanism.

• for 𝑞0𝑠 = (𝑞0,Δ(𝑞0)), we have 𝛿𝑠 ((𝑞0,Δ(𝑞0)), 𝜎(𝑞0,𝑞
′
0)) = (𝑞0, 𝑞

′
0,Δ(𝑞

′
0)) such that 𝑞′0 ∈

Δ(𝑞0);

• for all 𝑞𝑠 = (𝑞, 𝑞′,Δ(𝑞′)) ∈ 𝑄𝑠\𝑞0𝑠, we have 𝛿𝑠 ((𝑞, 𝑞′,Δ(𝑞′), 𝜎(𝑞′,𝑞′′)) = (𝑞′, 𝑞′′,Δ(𝑞′′))
such that 𝑞, 𝑞′, 𝑞′′ ∈ 𝑄, 𝑞′′ ∈ Δ(𝑞′).

Finally, one can obtain the controller for Problem 8 as

�̃�(𝑥, 𝑞𝑠) = �̃�𝛾𝑞′𝑠
(𝑥), ∀(𝑞𝑠, 𝐿(𝑥), 𝑞′𝑠) ∈ 𝛿𝑠 . (5.11)

Example 6 (Continued). The automatonA𝑠
𝑠 representing the switching controller for Example 6

is shown in Figure 5.6.

Probability Computation

We now compute the lower bound on the probability that the (interconnected) dt-SCS 𝔖 satisfies
the desired specification expressed by the DSA A𝑠. This is done by first computing the upper
bounds on the probability of violating the safety tasks corresponding to 𝜗 = (𝑞, 𝑞′, 𝑞′′) ∈ P(A𝑠)
using Lemma 10 and combining them to obtain the probability upper bound on visiting the states
in 𝐸 infinitely often. This is then used to compute the probability lower bound on visiting the
states in 𝐸 finitely often, thereby providing the lower bound on the probability with which the
(interconnected) dt-SCS 𝔖 satisfies the specification. This is formally explained in the following
theorem.
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Theorem 14. For a specification expressed by a DSAA𝑠, letR 𝑝,R 𝑝
𝑓
, andR 𝑝

𝑙
be all lassos, simple

finite paths and simple finite cycles for 𝑝 ∈ AP, respectively. Moreover, let P 𝑝 (q̃),P 𝑝 (q̃ 𝑓 ), and
P 𝑝 (q̃𝑙) be derived from R 𝑝,R 𝑝

𝑓
, and R 𝑝

𝑙
, respectively. The lower bound on the probability that

the solution processes of the dt-SCS 𝔖 start from an initial state 𝑥0 ∈ 𝐿−1(𝑝) and satisfy the
specification represented by A𝑠 is given by

P
{
𝐿 (x𝑥0,𝜛) |= A𝑠

}
≥ 1 −

∑︁
q̃∈R 𝑝

∏
𝜗∈P 𝑝 (q̃)


𝜀𝜗 𝜗∉P 𝑝 (q̃𝑙),
0 𝜗∈P 𝑝 (q̃𝑙) and 𝜀𝜗 < 1,
1 𝜗∈P 𝑝 (q̃𝑙) and 𝜀𝜗 ≥ 1,

(5.12)

where 𝜀𝜗 is the probability upper bound obtained for the safety task (𝜎𝑋0 , 𝜎𝑋𝑢) corresponding to
𝜗 = (𝑞, 𝑞′, 𝑞′′) via Lemma 10.

Proof. Consider the set of lassos R 𝑝 and its corresponding set of finite paths and cycles R 𝑝
𝑓

and R 𝑝
𝑙

for all 𝑝 ∈ AP. Let the sets P 𝑝 (q̃), P 𝑝 (q̃ 𝑓 ), and P 𝑝 (q̃𝑙) be obtained from these sets,
respectively. Following Remark 36, to compute the lower bound on the probability of satisfaction
of the specification expressed by DSA A𝑠, it is sufficient to compute the lower bound on the
probability that the states in 𝐸 are not visited infinitely often. This lower bound can then be
computed by first computing the probability upper bound of the states in 𝐸 visiting infinitely
often.

To do this, we consider any 𝜗 = (𝑞, 𝑞′, 𝑞′′) ∈ P 𝑝 (q̃) and its corresponding safety task
(𝜎𝑋0 , 𝜎𝑋𝑢), and obtain from Lemma 10 the upper bound on the probability that the solution
process of dt-SCS 𝔖 starts from 𝑋0 = 𝐿−1(𝜎𝑋0) and reaches 𝑋𝑢 = 𝐿−1(𝜎𝑋𝑢). This is given by
𝜀𝜗.

In order to compute the upper bound on the probability that the states in 𝐸 are visited infinitely
often, one requires to compute the upper bound on the probability that the solution process follows
the lasso q̄ = (𝑞 𝑓0 , 𝑞

𝑓

1 , . . . , 𝑞
𝑓
𝑎 𝑓
, (𝑞𝑙0, 𝑞

𝑙
1, . . . , 𝑞

𝑙
𝑎𝑙
)𝜔) starting from 𝑋0 = 𝐿−1(𝜎(𝑞 𝑓0 , 𝑞

𝑓

1 )), which
consists of finite paths q̃ 𝑓 repeated once and the finite cycles q̃𝑙 repeated infinitely many times.
This is obtained as

P
{
𝐿 (x𝑥0,𝜛) ⊭ A𝑠

}
≤

∏
𝜗∈P 𝑝 (q̃)


𝜀𝜗 𝜗∉P 𝑝 (q̃𝑙),
0 𝜗∈P 𝑝 (q̃𝑙) and 𝜀𝜗 < 1,
1 𝜗∈P 𝑝 (q̃𝑙) and 𝜀𝜗 ≥ 1.

Now given the initial condition 𝑥0 ∈ 𝐿−1(𝑝), the upper bound for a solution process x𝑥0,𝜛 of 𝔖 to
satisfy the condition of visiting the states in 𝐸 infinitely many times is basically the summation
of probabilities of all possible lassos in R 𝑝, and is obtained by

P
{
𝐿 (x𝑎𝜛) ⊭ A𝑠

}
≤

∑︁
q̃∈R 𝑝

∏
𝜗∈P 𝑝 (q̃)


𝜀𝜗 𝜗∉P 𝑝 (q̃𝑙),
0 𝜗∈P 𝑝 (q̃𝑙) and 𝜀𝜗 < 1,
1 𝜗∈P 𝑝 (q̃𝑙) and 𝜀𝜗 ≥ 1.

Having the probability upper bound for visiting the states in 𝐸 infinitely often, one obtains the
lower bound on the probability of visiting the states in 𝐸 finitely often, or in other words, the
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Figure 5.7: Reconstruction of DSA A𝑠 according to Remark 39.

satisfaction of the specification expressed by DSAA𝑠 as in inequality (5.12). This completes the
proof. □

Remark 38. Note that if any 𝜗 = (𝑞, 𝑞′, 𝑞′′) ∈ P 𝑝 (q̃𝑙) and its corresponding safety task admits
a CBC, then 𝜀𝜗 < 1 and correspondingly the probability upper bound of reaching a state in 𝐸
infinitely many times following the loop q̃𝑙 is 0. This is because the existence of CBC guarantees
that the probability of the loop q̃𝑙 being taken is less than 1, and correspondingly, the probability of
those loops being taken infinitely often becomes 0. However, if no CBC exists for such 𝜗 ∈ P 𝑝 (q̃𝑙),
then one has to consider CBCs for 𝜗 ∉ P 𝑝 (q̃𝑙). In such a case, the probability of visiting states
in 𝐸 only finitely often is lower bounded by the probability of visiting those states at most once.

Remark 39. Note that we only provide probabilistic guarantees for visiting the states in 𝐸 at
most once in the case that the safety tasks in finite cycles do not admit CBCs. This leads to
some conservatism in our approach. However, one can also obtain probabilistic guarantees for
visiting the states in 𝐸 at most twice. To do this, a DSA A𝑠 is reconstructed by duplicating the
states in 𝐸 and the states reachable from the ones in 𝐸 twice and adding extra transitions to these
states such that the language of the reconstructed DSA remains the same. This is illustrated for
Example 6 in Figure 5.7, where additional states 𝑞′4 and 𝑞′5 are added by duplicating the states
𝑞4 and 𝑞5 respectively, such that 𝑞′4 ∈ 𝐸 . Then, by ensuring that 𝑞′4 is visited at most once in the
reconstructed DSA, we accordingly provide guarantees for the state 𝑞4 in the original DSA A𝑠

(Figure 5.5) to be visited at most twice. Note that the formal definition of such reconstruction is
omitted for the sake of simple presentation.

Remark 40. Note that if a safety task corresponding to 𝜗 ∈ P(A𝑠) does not admit a CBC,
the probability lower bound for that safety task is considered to be 0. To obtain potentially a
non-trivial probability lower bound for the satisfaction of the original property, at least one safety
task should have a suitable CBC.

Remark 41. A trivial probability of 0 and an arbitrary controller is possible only in the worst-
case scenario where our algorithm fails to compute CBCs for all safety tasks in the DSA. Note
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that safety tasks in the finite cycles of the lassos play a crucial role in obtaining tight lower
bounds, as mentioned in Remark 38. Therefore, it is beneficial to first search for suitable CBCs
and corresponding controllers for 𝜗 ∈ P 𝑝 (q̃𝑙) in order to obtain tight lower bounds.

Remark 42. While the computation of probabilities of satisfaction for DSA specifications via
Theorem 14 requires the enumeration of all the lassos, the maximum number of CBCs and
associated probabilities we need to compute depends on the cardinality of the set of atomic
propositions. For instance, if the set of atomic propositions has only three elements, we only
require computing a maximum of six CBCs independently of the structure of DSA.

5.3.4 Case Study
For our case study, we extend the results obtained for the safety specification considered in the
room temperature network system of Section 3.4.6 for a specification that can be expressed by
deterministic Strett automaton. However, for the sake of completeness in this section, we present
the system dynamics once again, as

𝔖 : 𝑇 (𝑡 + 1) = 𝐴𝑇 (𝑡) + 𝜇𝑇𝐻𝜈(𝑡) + 𝜃𝑇𝐸 + 0.01𝜍 (𝑡)𝑇 (𝑡),
where 𝐴 ∈ R𝑛×𝑛 is a matrix with diagonal elements given by �̄�𝑖𝑖 = (1 − 2𝛼 − 𝜃 − 𝜇𝜈𝑖 (𝑡)), off-
diagonal elements �̄�𝑖,𝑖+1 = �̄�𝑖+1,𝑖 = �̄�1,𝑛 = �̄�𝑛,1 = 𝛼, 𝑖 ∈ {1, . . . , 𝑛 − 1}, and all other elements
are identically zero. The parameters 𝛼 = 0.005, 𝜃 = 0.06 and 𝜇 = 0.145 are conduction factors
between rooms 𝑖 and 𝑖 ± 1, external environment and room 𝑖, heater and room 𝑖, respectively.
The heater temperature is maintained at 𝑇𝐻 = 40 ◦C and the outside temperature 𝑇𝑒𝑖 = −5 ◦C
for all rooms 𝑖 ∈ {1, . . . , 𝑛}. We also have 𝑇 (𝑡) = [𝑇1(𝑡); . . . ;𝑇𝑛 (𝑡)], 𝑇𝐸 = [𝑇𝑒1; . . . ;𝑇𝑒𝑛],
𝜈(𝑡) = [𝜈1(𝑡); . . . ; 𝜈𝑛 (𝑡)] and 𝜍 (𝑡) = diag(𝜍1(𝑡), . . . , 𝜍𝑛 (𝑡)).

The regions of interest are given by 𝑋 = [0, 20]𝑛, 𝑋0 = [17, 18]𝑛, 𝑋1 = [0, 15]𝑛, and
𝑋2 = 𝑋\(𝑋0 ∪ 𝑋1). We consider these regions to be associated with a set of atomic propositions
AP = {𝑝0, 𝑝1, 𝑝2} via a labeling function 𝐿 : 𝑋 → AP such that 𝐿 (𝑥 ∈ 𝑋 𝑧) = 𝑝𝑧 for all
𝑧 ∈ {0, 1, 2}. The requirement of our case study is to synthesize a controller 𝜈 : N → [0, 0.6]𝑛
satisfying the specification represented by DSA A in Figure 5.8 with Acc =< 𝑞4,∅ >. Note that
this corresponds to the LTL specification given by 𝑝0 → (X¬𝑝0∨F(𝑝0∧G¬𝑝1)), where X, F, and
G denotes the temporal operators next, eventually, and globally, respectively. In order to achieve
this, we must perform sequential decomposition on the DSAA𝑠. To do this, we first obtain the set
of all lassos R 𝑝 for each 𝑝 ∈ AP. This can be obtained as R 𝑝0 = {(𝑞0, 𝑞2, 𝑞3, 𝑞4, 𝑞3, 𝑞4)}. Cor-
respondingly, the finite path set and the finite cycle set can be obtained as R 𝑝0

𝑓
= {(𝑞0, 𝑞2, 𝑞3, 𝑞4)}

and R 𝑝0
𝑙

= {(𝑞4, 𝑞3, 𝑞4)}, respectively. As it can be seen, there is only one lasso q̃ ∈ R 𝑝0 which
are decomposed into P 𝑝0 (q̃) = {(𝑞0, 𝑞2, 𝑞3), (𝑞2, 𝑞3, 𝑞4), (𝑞3, 𝑞4, 𝑞3), (𝑞4, 𝑞3, 𝑞4)}. Further-
more, we have P 𝑝0 (q̃ 𝑓 ) = {(𝑞0, 𝑞2, 𝑞3), (𝑞2, 𝑞3, 𝑞4), (𝑞3, 𝑞4, 𝑞3)} and P 𝑝0 (q̃𝑙) = {(𝑞4, 𝑞3, 𝑞4)}.
This constitutes four safety tasks for which we need to obtain CBCs and corresponding controllers.
However, following Remark 38, we prioritize the computation of CBC and corresponding con-
troller for the safety task (𝑝0, 𝑝1) corresponding to 𝜗 = (𝑞4, 𝑞3, 𝑞4) ∈ P 𝑝0 (q̃𝑙).

Since we are working with a large-scale interconnected system, it is not scalable to monolith-
ically construct CBC as well as the controller. Therefore, we utilize the compositionality results
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Figure 5.8: DSA A𝑠 representing the specification with Acc =< 𝑞4,∅ >.

presented in Section 3.4 to compositionally construct CBC and controller by computing CSBCs
for subsystems. To do so, we first consider our network 𝔖 as an interconnection of 𝑛 = 300
subsystems, each of which constitutes a room. The state evolution of these individual subsystems
is given by

𝔖𝑖 : 𝑇𝑖 (𝑘 + 1) = �̄�𝑇𝑖 (𝑡) + 𝜇𝑇𝐻𝜈𝑖 (𝑡) + 𝛼𝑤𝑖 (𝑡) + 𝜃𝑇𝑒𝑖 + 0.01𝜍𝑖 (𝑡)𝑇𝑖 (𝑡).

It can be easily verified that 𝔖 = I(𝔖1, . . . ,𝔖𝑛) with coupling matrix 𝑀 such that 𝑚𝑖,𝑖+1 =

𝑚𝑖+1,𝑖 = 𝑚1,𝑛 = 𝑚𝑛,1 = 1, 𝑖 ∈ {1, . . . , 𝑛 − 1} and all other elements are identically zero. Now,
for the safety task in consideration, we obtain CSBC as a 4𝑡ℎ order polynomial given by B𝑖 (𝑇𝑖) =
9.6445−0.6911𝑇𝑖+0.1396𝑇𝑖2−0.0163𝑇𝑖3+0.0005𝑇𝑖4 and the corresponding controller is computed
to be 𝜛𝑖 (𝑇𝑖) = 0.59− 0.011𝑇𝑖, similar to the one obtained in Section 3.4.6. The compositionality
results presented in 3.4 are then applied to obtain the CBC for the interconnected system asB(𝑇) =∑300
𝑖=1 (9.6445 − 0.6911𝑇𝑖 + 0.1396𝑇𝑖2 − 0.0163𝑇𝑖3 + 0.0005𝑇𝑖4), while the suitable controller for

the trajectories in 𝑋0 = 𝐿−1(𝑝0) is obtained as𝜛𝑝0 (𝑇) = [0.59−0.011𝑇1; . . . ; 0.59−0.011𝑇300].
The upper bound on the probability that the solution processes of the interconnected system 𝔖

start from 𝑋0 = 𝑋0 and reach 𝑋𝑢 = 𝑋1 is computed to be equal to 0.0594 by using Lemma
10. However, from Theorem 14 and Remark 38, we can conclude that having the CSBC for
𝜗 ∈ P 𝑝0 (q̃𝑙) allows us to guarantee that the state 𝑞4 is visited only finitely often with probability
1, thereby allowing the satisfaction of DSAA𝑠 with probability 1. Therefore, it is not required to
compute CBC for other safety tasks in P 𝑝0 (q̃), and instead we assign a pessimistic upper bound
of 1 for the violation of these safety tasks. The corresponding controllers are assumed to take any
random value constrained within the input set. Finally, a switching mechanism for controllers is
obtained as explained in Subsection 5.3.3.

We now compute an overall probability of satisfaction of specification expressed by DSAA𝑠

when starting from an initial state 𝑥0 ∈ 𝑋0 by using Theorem 14:

P{𝐿 (x𝑥0,𝜛) |= A𝑠} = 1.

The simulation of the network satisfying the above specification directly follows from Figure 3.5.
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The computation of CSBC and corresponding local controller take up to 240 seconds on a machine
with Linux Ubuntu 18.04 OS (Intel i7-8665U CPU with 32GB RAM).

5.4 Formal Verification of Dynamical Systems against Hyper-
properties

The results from Section 5.2 and Section 5.3 were focused on the analysis of trace properties like
linear temporal logic or (in)finite automata. As already described in Chapter 2, trace properties
are properties that can be described over individual execution traces of the system. However,
such a description is limited to safety and liveness specifications, and as such, fails to describe
many important security and planning properties, like opacity, non-interference, robustness, etc.
For instance, consider the opacity property in a system that is prone to intrusion attacks. For
this system, it may be required that some secret information is never revealed, i.e., observations
from the outside remain indistinguishable from each other, despite the secret. Since this property
requires us to relate multiple execution traces simultaneously (i.e. to determine that they are in-
distinguishable), such a specification cannot be expressed using linear temporal logic or𝜔-regular
properties. Therefore, the focus of this section is to provide a formal verification approach for
specifications that can be characterized over multiple trace executions, called hyperproperties, for
discrete-time dynamical systems with exogenous inputs (see Section 5.4.1). These hyperproper-
ties may be specified using hyper-temporal logics (HyperLTL), which serves as an extension to
standard LTL specifications, defined over a set of traces, rather than individual ones. The syntax
and semantics of HyperLTL have already been introduced in Section 2.4 of Chapter 2, and is
omitted here for the sake of brevity.

5.4.1 Problem Definition
We consider a discrete-time dynamical system with exogenous inputs (for brevity, we use the
term system) defined by a tuple 𝔖 = (𝑋,𝑊, 𝑓 ), where 𝑋 ⊆ R𝑛 and 𝑊 ⊆ R𝑚 are the (potentially
uncountable) state and exogenous input sets, and 𝑓 : 𝑋 ×𝑊 → 𝑋 is the transition function that
characterizes the state evolution. The evolution of the system𝔖 for a given initial state 𝑥0 ∈ 𝑋 and
exogenous input sequence 𝜈 : N → 𝑊 , denoted by x𝑥0,𝜈, is given by a state sequence x : N→𝑋 ,
where

x(𝑡 + 1) = 𝑓 (x(𝑡), 𝜈(𝑡)), (5.13)

starting from x(0) = 𝑥0. For a system𝔖, we define its p-fold self-composition as p-fold augmented
system 𝔖p = (𝑋p,𝑊p, 𝑓 p) where 𝑋p and𝑊p are p-ary Cartesian powers of 𝑋 , and𝑊 , respectively,
and 𝑓 p : 𝑋p ×𝑊p → 𝑋p is equivalent to the p-ary Cartesian power of 𝑓 , i.e. 𝑓 p : (𝑋 ×𝑊)p → 𝑋p

by using the zip function. We use these two types interchangeably. We use 𝑥 = [𝑥1; . . . ; 𝑥p]
and �̃� = [𝑤1; . . . ;𝑤p] to denote the state and exogenous input of the augmented system 𝔖p,
respectively. Similarly, we write x̃𝑥0,�̃� for the state sequence of 𝔖p starting from an initial state
𝑥0 ∈ 𝑋p and under exogenous input sequence �̃� : N → 𝑊p. Note that the augmented system
is defined in order to reason about the multiple executions of the system simultaneously, i.e.,
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execution of one component can be separated from another via the unzip function. Also note that
the state sequence x̃𝑥0,�̃� may be considered as a p-tuple of state sequences of 𝔖 under different
initial conditions and exogenous inputs, respectively, i.e., x̃𝑥0,�̃� = (x𝑥01,𝜈1 , . . . , x𝑥0p,𝜈p). Here,
𝑥0 = [𝑥01; . . . ; 𝑥0p] is the initial state of the augmented system and �̃� = (𝜈1, . . . , 𝜈p) is the p-tuple
of input sequences that is applied to the augmented system.

The main problem is to formally verify that the system 𝔖 satisfies a given HyperLTL spec-
ification that is described using a formula 𝜙 = 𝜇1𝜋1 . . . 𝜇p𝜋p𝜓, where 𝜇𝑖 ∈ {∃,∀}, for all
𝑖 ∈ {1, . . . , 𝑚}, and 𝜓 corresponds to some quantifier-free specification consisting of atomic
propositions in the set AP. For more details on the formula construction, we refer the reader
to the syntax and semantics of HyperLTL presented in Section 2.4. Now, we want to relate the
state sequences of the system 𝔖 to the HyperLTL specification through the labeling function
𝐿 : 𝑋 → Σ, where Σ = 2AP .

Definition 28. For the system𝔖 = (𝑋,𝑈, 𝜍, 𝑓 ) and a HyperLTL specification 𝜙 = 𝜇1𝜋1 . . . 𝜇p𝜋p𝜓,
consider a labeling function 𝐿 : 𝑋 → Σ. For an infinite-state sequence x = (x(0), x(1), . . .)
∈ 𝑋𝜔, the corresponding trace over Σ is given by 𝐿 (x) := (𝜎0, 𝜎1, . . .) ∈ Σ𝜔, where 𝜎𝑖 = 𝐿 (x(𝑖))
for all 𝑖 ∈ N. Correspondingly, 𝑇 (𝔖, 𝐿) denotes the set of traces 𝑇 of 𝔖 corresponding to the
labeling function 𝐿.

Now, we state the main HyperLTL verification problem that we aim to solve in this part of
the chapter.

Problem 9. Given a discrete-time dynamical system with exogenous inputs 𝔖 = (𝑋,𝑊, 𝑓 ), a
labeling function 𝐿 : 𝑋 → Σ, and a HyperLTL specification 𝜙 = 𝜇1𝜋1 . . . 𝜇p𝜋p𝜓, the HyperLTL
verification problem is to decide whether 𝑇 (𝔖, 𝐿) |= 𝜙.

Remark 43. Note that, unlike the previous sections which considered the controller synthesis
problem for trace properties, in this section, we only consider the formal verification procedure.
As such, the controller synthesis procedure is out of the scope of our work and is reserved for
future investigations (see the discussion in Section 6.2 of Chapter 6.)

While model checking of finite-state systems against HyperLTL specifications is decid-
able [50], the verification problem stated above is in general undecidable for continuous state-
space systems considered here. It follows readily from the fact that even simple reachability is
undecidable for simple continuous state-space dynamical systems [13]. Our approach provides
a sound procedure for Problem 9. To better illustrate our approach, we use the following case
study as a running example.

Example 7. Here, we consider the discrete-time evolution of the temperature 𝑇 (·) in a room in
the presence of a safety controller (as designed in [64]) given by

𝔖 : 𝑇 (𝑘 + 1) = 𝑇 (𝑡) + 𝜏𝑠𝛼𝑒 (𝑇𝑒 − 𝑇 (𝑡))
+ 𝜏𝑠𝛼ℎ (𝑇ℎ − 𝑇 (𝑡)) (𝑐1𝑇 (𝑡) + 𝑐2), (5.14)

where parameters 𝛼𝑒 = 0.008 and 𝛼ℎ = 0.0036 are heat exchange coefficients, 𝑇𝑒 = 15◦𝐶 is the
ambient temperature, 𝑇ℎ = 55◦𝐶 is the heater temperature, 𝑐1 = −0.0024 and 𝑐2 = 0.5357 are
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controller parameters, and 𝜏𝑠 = 5 minutes is the sampling time. We want to verify the initial-state
robustness property, which requires that if a state sequence starting from a given initial condition
remains safe, then all the state runs starting from 𝜌-close initial conditions must also remain safe.
Such a specification is especially useful when there are uncertainties arising from not knowing
the exact initial state. Note that robustness is a commonly studied property in the classical
control theory [143]. However, we provide here an alternative method to verify robustness by
formulating it as a HyperLTL formula. To describe our specification as a HyperLTL formula,
we consider the state set 𝑋 = [20, 35]. We further introduce the safe set as 𝑋1 = [20, 25]
and the unsafe set as 𝑋2 = [25, 35]. For the system 𝔖, the predefined initial state is given by
𝑋3 = {21}. We also define the set 𝑋4 = [20.5, 21.5] to capture 𝜌-close states with respect
to the initial state, where 𝜌 = 0.5. The set of atomic propositions is AP = {𝑝1, 𝑝2, 𝑝3, 𝑝4},
where 𝐿 (𝑥 ∈ 𝑋 𝑖) = 𝑝𝑖, for all 𝑖 ∈ {1, 2, 3, 4}. The HyperLTL formula for initial-state robustness
specification is 𝜙 = ∀𝜋1∀𝜋2(𝑝3𝜋1 ∧ 𝑝4𝜋2) → G(𝑝1𝜋1 ∧ 𝑝1𝜋2).

5.4.2 Augmented Barrier Certificates
Verification of HyperLTL formulae in the context of finite systems has been well studied [50, 30].
The verification procedure is based on automata-theoretic model-checking, where quantifier-
free fragments of the desired HyperLTL formulae are compiled into 𝜔-automata, and trace
quantification is handled by appropriately composing these automata with the underlying Kripke
structure. The interleavings of automata and Kripke products lead to automata whose language
emptiness decides the satisfaction of the specification. Unfortunately, this approach cannot be
extended to continuous state-space systems by simply using abstraction-based techniques as
system relations (e.g., simulation relations) may not preserve hyperproperties [137].

To verify the specification 𝜙 = 𝜇1𝜋1 . . . 𝜇p𝜋p𝜓 against the system 𝔖, we compile the negation
of the HyperLTL formula into an implicitly quantified Büchi automata A𝑏

¬𝜓 = (𝑄, 𝑞0, Σ
p, 𝛿, 𝐹)

(see Section 2.4 for details). Note that the acceptance condition ofA𝑏
¬𝜓 requires that the state runs

visit 𝐹 infinitely many times. By accordingly ensuring the violation of the acceptance condition
of A𝑏

¬𝜓 , one can ensure the satisfaction of the original specification. Our verification procedure
is depicted in Figure 5.9. Here, given a HyperLTL specification 𝜙 and system 𝔖, we construct
the p-fold augmented system 𝔖p, and the NBA for ¬𝜓. We then find an augmented barrier
certificate (ABC) that acts as a proof certificate of conditional invariance (see Definition 29) for
some transitions along every lasso of the NBA. This acts as a “scissor” and allows us to conclude
that the accepting states in 𝐹 are never visited, and correspondingly, the system 𝔖 satisfies the
specification 𝜙. We note that our approach is not complete in that if we cannot find an ABC
for at least one transition along every lasso then we cannot conclude that the system does not
satisfy 𝜙. In the following, we introduce the idea of augmented barrier certificates and provide
an automata-theoretic sound verification approach for Problem 9.

HyperLTL Evaluation Game Semantics

We provide a game semantics perspective to the HyperLTL verification problem as a two-player
stage-based evaluation game played between two players, Eloise (∃) and Abelard (∀), where
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Figure 5.9: A schematic block diagram illustrating the verification procedure.

Eloise takes the role of a verifier and her goal is to prove that 𝑇 (𝔖, 𝐿) |= 𝜙, while the goal
of Abelard (the spoiler) is the opposite. Given a HyperLTL formula 𝜇1𝜋1 . . . 𝜇p𝜋p𝜓, we say
that Eloise controls the quantifier 𝜇𝑖 if 𝜇𝑖 = ∃, otherwise we say that Abelard controls the
quantifier. The game continues in stages. In the first stage, the game begins with a token
in the initial position (𝜇1𝜋1𝜇2𝜋2 . . . 𝜇p𝜋p𝜓,Π = ∅) [56] and the player controlling the left-
most quantifier 𝜇1 chooses a trace 𝝈1 from 𝑇 (𝔖, 𝐿) and moves the token to the next position
(𝜇2𝜋2 . . . 𝜇p𝜋p𝜓,Π = {𝜋1 → 𝝈1}). The game from the next position continues in a similar
fashion until we reach a position with a quantifier-free HyperLTL formula. We call such positions
terminal. We say that a terminal position (𝜓,Π = {𝜋1 → 𝝈1, . . . , 𝜋p → 𝝈p}) is winning for
Eloise if zip(𝝈1, . . . ,𝝈p) |= 𝜓 with the standard LTL semantics for the formula 𝜓. We say that
Eloise wins the multi-stage evaluation game if she has a way to choose her moves such that no
matter how Abelard chooses his moves the game ends in a winning position for Eloise; otherwise,
Abelard wins the game. Notice that at every step, both players have access to complete infinite
traces that have been chosen by players in earlier positions as a part of the position description.
It is trivial to see that Eloise wins the evaluation game if and only if Π |=𝑇 𝜙.

We consider another version of evaluation games that we dub turn-based evaluation games.
These games are played on the p-fold self-composition 𝔖p = (𝑋p,𝑊p, 𝑓 p) of the system 𝔖. These
games start with a token in some initial configuration [𝑥01; 𝑥02; . . . ; 𝑥0p] ∈ 𝑋p and at every round
first the player controlling 𝜇1 chooses an action 𝑤1 ∈ 𝑊 , followed by the player controlling 𝜇2,
and so on. In this way, the players form a set of joint actions [𝑤1;𝑤2; . . . ;𝑤p] ∈ 𝑊p and the
token is moved to a state 𝑓 p( [𝑥01; 𝑥02; . . . ; 𝑥0p], [𝑤1;𝑤2; . . . ;𝑤p]). The game continues in this
fashion indefinitely and the players thus form an infinite run x̃ of 𝔖p = (𝑋p,𝑊p, 𝑓 p). To relate
the augmented system 𝔖p with letters in Σp, we extend the definition of the labeling function
to the augmented system domain by using 𝐿p : 𝑋p → Σp. We say that the trace x̃ is winning
for Eloise if 𝐿p(x̃) |= 𝜓. We say that Eloise has a winning strategy in the turn-based evaluation
game if she can select her moves in such a way that no matter how Abelard chooses his moves
(including using an arbitrary look-ahead), the resulting trace is winning for Eloise. Moreover, we
say that Eloise has a positional winning strategy if to select actions in a given round her choice
depends only on the current states and choices resolved before her turn for the other quantifiers
in the current round.
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Lemma 11. If Eloise has a positional winning strategy in a turn-based evaluation game for 𝔖
with respect to labeling function 𝐿 and HyperLTL specification 𝜙, then she has a winning strategy
in the stage-based evaluation game.

Proof. If Eloise has a positional winning strategy in the turn-based evaluation game, then she can
use the same strategy to choose traces in the stage-based evaluation game such that each index
depends only on the states and actions at the current index in the traces quantified so far. Then,
against an arbitrary policy chosen by Abelard, the resulting p-tuple of the traces satisfies the LTL
specification 𝜓. As a result, the set of traces 𝑇 (𝔖, 𝐿) of 𝔖 satisfy 𝜙. □

Augmented Barrier Certificates

We reduce the search for a positional strategy for Eloise in a turn-based evaluation game to the
search for barrier functions like certificates that we call augmented barrier certificates (ABCs).
Just like barrier certificates provide proof that separates two sets over 𝑋 for arbitrary traces of the
system, ABCs provide a proof that separate two sets over 𝑋p for appropriately chosen traces by
players. To tie in the notion of ABCs with HyperLTL properties, we present a special class of
properties that we call conditional invariance properties that generalize the notion of invariance.

Definition 29. We say that a HyperLTL formula 𝜒=𝜇1𝜋1 . . . 𝜇p𝜋p𝜉 is a conditional invariance
(CI) if 𝜉 is of the form G(𝑠𝐴 → G(¬𝑠𝐵)) where 𝑠𝐴, 𝑠𝐵 are Boolean combinations of atomic
propositions.

We now present the definition of augmented barrier certificates, which are barrier certificate-
type functions constructed over the augmented system 𝔖p for the satisfaction of conditional
invariances.

Definition 30. Consider a CI 𝜒 = 𝜇1𝜋1 . . . 𝜇p𝜋p G(𝑠𝐴 → G(¬𝑠𝐵)) and the sets 𝐿p−1(𝑠𝐴) = 𝐴 ⊆
𝑋p and 𝐿p−1(𝑠𝐵) = 𝐵 ⊆ 𝑋p. We say that B : 𝑋p → R is an augmented barrier certificate (ABC)
for a system 𝔖 = (𝑋,𝑊, 𝑓 ) and property 𝜒 from the set 𝐴 ⊆ 𝑋p to set 𝐵 ⊆ 𝑋p if

B(𝑥) ≤ 0, for all 𝑥 ∈ 𝐴, (5.15)
B(𝑥) > 0, for all 𝑥 ∈ 𝐵, (5.16)

and ∀𝑥1 ∈ 𝑋, 𝜇1𝑤1 ∈ 𝑊, ∀𝑥2 ∈ 𝑋, 𝜇2𝑤2 ∈ 𝑊, . . . , ∀𝑥p ∈ 𝑋, 𝜇p𝑤p ∈ 𝑊 one has:
B( 𝑓 p(𝑥, �̃�)) − B(𝑥) ≤ 0, (5.17)

where 𝑥 = [𝑥1; . . . ; 𝑥p] and �̃� = [𝑤1; . . . ;𝑤p].

Remark 44. Note that all the states’ components 𝑥𝑖 of the augmented system 𝔖p in condition
(5.17) are quantified universally, while their corresponding exogenous inputs’ components 𝑤𝑖
are quantified according to 𝜇𝑖. The components 𝑥𝑖 cannot be quantified according to 𝜇𝑖 as it may
result in the state runs of the augmented system 𝔖p reaching the region 𝐵. To see this, consider
a component 𝑥𝑖 (𝑡) at some time step 𝑡 ∈ N which is quantified by 𝜇𝑖 = ∃. For that component,
one may be able to pick a corresponding input component 𝑤𝑖 (𝑡) such that the augmented barrier
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certificate is non-increasing according to condition (5.17). However, since 𝑥𝑖 is quantified only
existentially, one may fail to ensure the existence of input 𝑤𝑖 (𝑡 + 1) for 𝑥𝑖 (𝑡 + 1) at the next time
step such that the augmented barrier certificate is still non-increasing. Due to this, one would
fail to ensure that the augmented barrier certificate remains non-increasing at every time step,
possibly resulting in safety violations. Note that such quantification of the states is without loss of
generality and does not restrict the class of HyperLTL specifications considered for verification.

Remark 45. For a CI 𝜒 = 𝜇1𝜋1 . . . 𝜇p𝜋p G(𝑠𝐴→G(¬𝑠𝐵)), if the set 𝐿p−1(𝑠𝐴) ∩ 𝐿p−1(𝑠𝐵) is
non-empty, then there exists no ABC satisfying conditions (5.15)-(5.17). This is due to the conflict
in the satisfaction of conditions (5.17) and (5.17).

Lemma 12. The existence of an ABC for a conditional invariance 𝜒 implies that 𝑇 (𝔖, 𝐿) |= 𝜒.

Proof. We prove this by contradiction. Suppose an ABC exists for 𝜒, but 𝜒 is not valid. Then,
regardless of Eloise’s strategy, Abelard always has a strategy that allows him to win. Let the set
of traces selected by the players be 𝑇 = {𝝈1, . . .𝝈𝑚}. For Abelard to win, he must ensure that
for some 𝑗 ∈ N, Π [ 𝑗 ,∞] |=𝑇 𝑠𝐴 and for some 𝑖 > 𝑗 , Π [𝑖,∞] |=𝑇 𝑠𝐵 (The fact that 𝑖 ≠ 𝑗 can be
inferred from the existence of ABC, see Remark 45) to falsify G(𝑠𝐴 → G(¬𝑠𝐵)). We consider
the case where the strategy of Eloise is to select inputs according to condition (5.17). We note that
selecting such a strategy leads to a non-increase in the value of the ABC for the corresponding
state in the augmented system, regardless of Abelard’s strategy. Let the set of traces at positions
𝑗 and 𝑖 correspond to states 𝑥 and 𝑥′ in the augmented system and let the corresponding input
sequence that takes us from 𝑥 to 𝑥′ be �̃�. From conditions (5.15) and (5.16), we have B(𝑥) ≤ 0
and B(𝑥′) > 0. For any 𝑙 ≥ 0, let �̃� = �̃�(𝑙), and 𝑥𝑙 = x(𝑙), then we have B( 𝑓 p(𝑥𝑙 , �̃�)) ≤ B(𝑥𝑙)
from condition (5.17) regardless of Abelard’s strategy. By induction on this condition, we can
infer that B(𝑥′) ≤ 0. This is a contradiction to condition (5.16). So, we infer that 𝜒 is valid in the
turn-based game setting. Therefore, 𝜒 is also valid in the stage-based game setting according to
Lemma 11. □

5.4.3 Verification Procedure
To extend CI guarantees obtained via ABCs to arbitrary HyperLTL specifications, we first con-
struct a non-deterministic Büchi automaton (NBA) A𝑏

¬𝜓 = (𝑄, 𝑞0, Σ
p, 𝛿, 𝐹) corresponding to

¬𝜓. Note that the definition of NBA and the corresponding construction of NBA for HyperLTL
specifications is already presented in Section 2.4 of Chapter 2 and is omitted here for brevity.

Then, we employ ABCs as scissors disallowing transitions to the accepting states ofA𝑏
¬𝜓 . To

do so, we first present the following lemmas to guarantee disjunction or conjunction over a set of
CIs.

Lemma 13. Given a set of CIs {𝜒1, . . . , 𝜒𝑘 }, the existence of an ABC B 𝑗 for some CI 𝜒 𝑗 , where
𝜒 𝑗 = 𝜇1𝜋1 . . . 𝜇p𝜋p G(𝑠𝐴 𝑗

→ G(¬𝑠𝐵 𝑗
)) for 1 ≤ 𝑗 ≤ 𝑘 , implies that 𝑇 (𝔖, 𝐿) |= 𝜒, where

𝜒 = 𝜇1𝜋1 . . . 𝜇p𝜋p
∨

1≤ 𝑗≤𝑘
G(𝑠𝐴 𝑗

→ G(¬𝑠𝐵 𝑗
)).
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Proof. From Lemma 12, for a conditional invariance 𝜒 𝑗 = 𝜇1𝜋1 . . . 𝜇p𝜋p G(𝑠𝐴 𝑗
→ G(¬𝑠𝐵 𝑗

)),
existence of an ABC B 𝑗 implies that Eloise has a winning strategy to ensure that 𝑇 (𝔖, 𝐿) |= 𝜒 𝑗 .
Therefore, for a set of conditional invariances 𝜒1, . . . , 𝜒𝑘 , Eloise may choose the same winning
strategy corresponding to 𝜒 𝑗 to ensure that at least one of the conditional invariances in the set
holds. Therefore, we get 𝑇 (𝔖, 𝐿) |= 𝜒, where 𝜒 = 𝜇1𝜋1 . . . 𝜇p𝜋p

∨
1≤ 𝑗≤𝑘

G(𝑠𝐴 𝑗
→ G(¬𝑠𝐵 𝑗

)). □

We say that a function B is a common ABC for a set of CIs {𝜒1, . . . , 𝜒𝑘 } if B is an ABC for
all of the CIs.

Lemma 14. The existence of a common ABC for a set of CIs {𝜒1, 𝜒2, . . . , 𝜒𝑘 }, where 𝜒𝑖 =

𝜇1𝜋1 . . . 𝜇p𝜋p G(𝑠𝐴𝑖 → G(¬𝑠𝐵𝑖 )), for 1 ≤ 𝑖 ≤ 𝑘 , implies that 𝑇 (𝔖, 𝐿) |= 𝜒, where

𝜒 = 𝜇1𝜋1 . . . 𝜇p𝜋p
∧

1≤𝑖≤𝑘
G(𝑠𝐴𝑖 → G(¬𝑠𝐵𝑖 )).

Proof. The proof once again follows from Lemma 12. The existence of a common ABC B
guarantees that condition (5.17) is satisfied for all conditional invariances 𝜒𝑖, 1 ≤ 𝑖 ≤ 𝑘 . This
implies that Eloise may use the same strategy to disallow all the transition pairs (𝑠𝐴𝑖 , 𝑠𝐵𝑖 ), 1 ≤
𝑖 ≤ 𝑘 . Therefore, we have 𝑇 (𝔖, 𝐿) |= 𝜒, where 𝜒 = 𝜇1𝜋1 . . . 𝜇p𝜋p

∧
1≤𝑖≤𝑘

G(𝑠𝐴𝑖 → G(¬𝑠𝐵𝑖 )) □

We now provide guarantees for HyperLTL formulae that can be derived from CIs conjunctive
normal form.

Lemma 15. Given a set of sets of conditional invariances

{{𝜒1,1, . . . , 𝜒1,𝑣1}, {𝜒2,1, . . . , 𝜒2,𝑣2}, . . . {𝜒𝑘,1, . . . , 𝜒𝑘,𝑣𝑘 }},

where 𝜒𝑖, 𝑗 = 𝜇1𝜋1 . . . 𝜇p𝜋p G(𝑠𝐴𝑖, 𝑗 → G(¬𝑠𝐵𝑖, 𝑗 )), the existence of a common ABC for 𝜒𝑖, 𝑗 for
every 1 ≤ 𝑖 ≤ 𝑘 and some 1 ≤ 𝑗 ≤ 𝑣𝑖 implies that 𝑇 (𝔖, 𝐿) |= 𝜒, where

𝜒 = 𝜇1𝜋1 . . . 𝜇p𝜋p
∧
(1≤𝑖≤𝑘)

∨
(1≤ 𝑗≤𝑣𝑖)

G(𝑠𝐴𝑖, 𝑗 → G(¬𝑠𝐵𝑖, 𝑗 )).

Proof. From Lemma 13, for the set of conditional invariances {𝜒𝑖,1, . . . , 𝜒𝑖,𝑣𝑖 } for some 1 ≤ 𝑖 ≤ 𝑘 ,
the existence of ABC B for some 𝜒𝑖, 𝑗 implies that 𝑇 (𝔖, 𝐿) |= 𝜇1𝜋1 . . . 𝜇p𝜋p

∨
1≤ 𝑗≤𝑣𝑖

G(𝑠𝐴𝑖, 𝑗 →

G(¬𝑠𝐵𝑖, 𝑗 )). For each 1 ≤ 𝑖 ≤ 𝑘 , if there exists a common ABC B for some 𝜒𝑖, 𝑗 , 1 ≤ 𝑗 ≤ 𝑣𝑖, then
by Lemma 14, we have that 𝑇 (𝔖, 𝐿) |= 𝜇1𝜋1 . . . 𝜇p𝜋p

∧
1≤𝑖≤𝑘

G(𝑠𝐴𝑖, 𝑗 → G(¬𝑠𝐵𝑖, 𝑗 )). By combining

these two results, for a family of the set of conditional invariances {{𝜒1,1, . . . , 𝜒1,𝑣1}, . . . , {𝜒𝑘,1,
. . . , 𝜒𝑘,𝑣𝑘 }}, one has𝑇 (𝔖, 𝐿) |= 𝜒, where 𝜒 = 𝜇1𝜋1 . . . 𝜇p𝜋p

∧
(1≤𝑖≤𝑘)

∨
(1≤ 𝑗≤𝑣𝑖)

G(𝑠𝐴𝑖, 𝑗 → G(¬𝑠𝐵𝑖, 𝑗 )).
□

Now, to find the solution to Problem 9, we consider the NBAA𝑏
¬𝜓 corresponding to the spec-

ification ¬𝜓, obtained from HyperLTL specification 𝜙 = 𝜇1𝜋1 . . . 𝜇p𝜋p𝜓. Then, our verification
approach relies on reducing the complex HyperLTL specification into a collection of conditional
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invariance guarantees over consecutive transition pairs. Consider the NBA A𝑏
¬𝜓 compiling the

negation of the desired specification. For this NBA, consider the set R to be consisting of all
lassos q̃ = (q̃ 𝑓 , q̃𝑙), where q̃ 𝑓 is the simple finite path from the initial state to the accepting state,
and q̃𝑙 is the simple finite cycle from the accepting state to itself.

Now, for each 𝑝 ∈ Σp, we define a set R 𝑝 as

R 𝑝 :=
{
q̃ = (︸                  ︷︷                  ︸

q̃ 𝑓

𝑞
𝑓

0 , 𝑞
𝑓

1 , . . . , 𝑞
𝑓
𝑎 𝑓
,

q̃𝑙︷                 ︸︸                 ︷
𝑞𝑙0, 𝑞

𝑙
1, . . . , 𝑞

𝑙
𝑎𝑙
, 𝑞𝑙0) ∈ R

�� 𝑞 𝑓1 ∈ 𝛿(𝑞 𝑓0 , 𝑝), 𝑝 ∈ Σp}.
Now, in order to perform decomposition into conditional invariances, we define a set P 𝑝 (q̃) for
any q̃ = (𝑞0, 𝑞1, . . . , 𝑞𝑎 𝑓 +𝑎𝑙+3) ∈ R 𝑝 as

P 𝑝 (q̃) =
{
(𝑞𝑖, 𝑞𝑖+1, 𝑞𝑖+2)

�� 0 ≤ 𝑖 ≤ 𝑎 𝑓 + 𝑎𝑙 + 1
}
.

We correspondingly define the setS𝑝 (q̃) to be the set of all consecutive transition pairs (𝑠𝐴, 𝑠𝐵) ∈
Σp such that

S𝑝 (q̃) = {(𝑠𝐴, 𝑠𝐵) | 𝑞𝑖+1 = 𝛿(𝑞𝑖, 𝑠𝐴), 𝑞𝑖+2 = 𝛿(𝑞𝑖+1, 𝑠𝐵), (𝑞𝑖, 𝑞𝑖+1, 𝑞 + 𝑖 + 2) ∈ P 𝑝 (q̃)}.

Correspondingly, we use S(q̃) to refer to the set of all consecutive pairs from q̃, irrespective
of 𝑝, i.e., S(q̃) = ⋃

𝑝∈Σp S𝑝 (q̃). Consequently, we let the set SA𝑏
¬𝜓

=
⋃
𝑝∈Σp

⋃
q̃∈R 𝑝 S𝑝 (q̃)

be the set of all such consecutive transition pairs obtained from NBA A𝑏
¬𝜓 . These transition

pairs correspond to different conditional invariance specifications for which a suitable ABC is
synthesized. We now state the following theorem that characterizes a condition to solve Problem 9.

Theorem 15. Given a HyperLTL specification 𝜙 = 𝜇1𝜋1 . . . 𝜇p𝜋p𝜓, the existence of a common
ABC B for some consecutive transition pair along every lasso of 𝐴𝑏¬𝜓 guarantees that 𝑇 (𝔖, 𝐿) |=
𝜙.

Proof. Let the NBA A𝑏
¬𝜓 corresponding to ¬𝜓 have 𝑘 lassos q̃ from which the conditional

invariances in S(q̃) are obtained, such that the 𝑖𝑡ℎ lasso has 𝑣𝑖 pairs of consecutive transitions.
Let the pair (𝑠𝐴𝑖, 𝑗 , 𝑠𝐵𝑖, 𝑗 ) correspond to the 𝑗 𝑡ℎ pair of consecutive transitions along the 𝑖𝑡ℎ lasso. Let
𝜒𝑖, 𝑗 = 𝜇1𝜋1 . . . 𝜇p𝜋p G(𝑠𝐴𝑖, 𝑗 → G(¬𝑠𝐵𝑖, 𝑗 )) denote a conditional invariance specification and let
us consider the set of conditional invariances {𝜒1,1, . . . , 𝜒1,𝑣1 , 𝜒2,1 . . . 𝜒2,𝑣2 , . . . , 𝜒𝑘,1, . . . 𝜒𝑘,𝑣𝑘 }.
Then the existence of a common ABC satisfying Lemma 15 implies that if the augmented system
lands on a state satisfying 𝑠𝐴𝑖, 𝑗 , Eloise has a strategy to ensure that it never reaches a state
satisfying 𝑠𝐵𝑖, 𝑗 for every 1 ≤ 𝑖 ≤ 𝑘 , and some 1 ≤ 𝑗 ≤ 𝑣 𝑗 . However, to satisfy ¬𝜓, Abelard must
have a strategy that allows him to visit a state satisfying some 𝑠𝐴𝑖, 𝑗 and then later visit a state
satisfying 𝑠𝐵𝑖, 𝑗 , for some 1 ≤ 𝑖 ≤ 𝑘 and every 1 ≤ 𝑗 ≤ 𝑣𝑖, to follow the transitions along the 𝑖𝑡ℎ
lasso. Since this is not possible due to the existence of the ABC, we infer that 𝜙 is satisfied. □

Remark 46. Note that the number of lassos inA𝑏
¬𝜓 is finite since the NBA has finitely many edges

that lead to finitely many simple paths to an accepting state and simple cycles over the accepting
state.
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Algorithm 3 Algorithm for verification of HyperLTL formulae
Require: 𝔖, 𝜙 = 𝜇1𝜋1 . . . 𝜇p𝜋p𝜓, 𝐿

Construct NBA A𝑏
¬𝜓 for ¬𝜓

Identify lassos R of A𝑏
¬𝜓

for 𝑖 ← 1 to 𝑘 do
Identify consecutive transition pairs
SA𝑏

¬𝜓
= {(𝑠𝐴𝑖,1 , 𝑠𝐵𝑖,1), . . . , (𝑠𝐴𝑖,𝑣𝑖 , 𝑠𝐵𝑖,𝑣𝑖 )}

for 𝑗 ← 1 to 𝑣𝑖 do
𝜒𝑖, 𝑗 ← 𝜇1𝜋1 . . . 𝜇p𝜋p G(𝑠𝐴𝑖, 𝑗 → G(¬𝑠𝐵𝑖, 𝑗 ))

Construct augmented system 𝔖p

Find common ABC B for 𝜒𝑖, 𝑗 for all 𝑖 ∈ {1, . . . , 𝑘} and some 𝑗 ∈ {1, . . . , 𝑣𝑖}
if B exists then

return 𝑇 (𝔖, 𝐿) |= 𝜙
else

return Inconclusive

We summarize the sound verification procedure for the verification of HyperLTL specifica-
tions using Algorithm 3. Now, we illustrate the decomposition of A𝑏

¬𝜓 presented in this section
via Example 7.

Example 7 (Continued). For the room temperature regulation system 𝔖 described in (5.14),
we first construct the augmented system 𝔖 = 𝔖 × 𝔖. Then, for the HyperLTL specification
𝜙 = ∀𝜋1∀𝜋2(𝑝3𝜋1 ∧ 𝑝4𝜋2) → G(𝑝1𝜋1 ∧ 𝑝𝜋2), we construct the NBA A𝑏

¬𝜓 corresponding to
¬𝜓. This is obtained as shown in Figure 5.10. Then, we decompose A𝑏

¬𝜓 into consecutive
transition pairs as explained in this section. We notice that there is one lasso for A𝑏

¬𝜓 , resulting
in one transition pair ((𝑝2, 𝑝3),¬(𝑝1, 𝑝1)). Computing an ABC for this transition pair allows
determining whether 𝑇 (𝔖, 𝐿) |= 𝜙.

Remark 47. We note that the problem of finding the collection of consecutive transition pairs
(thus conditional invariances), one from each lasso, which admits a common ABC is intractable.
To show this, we first assume that we are given an oracle that determines whether a collection of
consecutive transition pairs admits a common ABC. We then consider a relaxed version of this
problem as follows. We assume that for any state 𝑟 in A𝑏

¬𝜓 with some incoming edge labeled
𝑠𝐴 and outgoing edges 𝑠𝐵1 , . . . , 𝑠𝐵𝑟 , if there exists an ABC B for the pair (𝑠𝐴, 𝑠𝐵 𝑗

) for some
1 ≤ 𝑗 ≤ 𝑟, then the function B acts as an ABC for every pair (𝑠𝐴, 𝑠𝐵 𝑗

) for all 1 ≤ 𝑗 ≤ 𝑟. Then,
the problem of finding a suitable collection of transition pairs is reduced to finding a collection
of edges such that their removal causes the accepting states to not be reachable from the initial
state. This corresponds to a cut [33] that partitions the accepting states from the initial state. To
determine whether a cut allows for a common ABC, we must make use of the oracle, and in the
worst case, we need to enumerate all possible cuts in 𝐴𝑏¬𝜓 . Since, the number of possible cuts is
exponential in the number of edges of 𝐴𝑏¬𝜓 [33], the problem is clearly intractable.
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q0

q1

q3

(p3, p4)

¬(p1, p1)

⊤

Figure 5.10: NBA A𝑏
¬𝜓 corresponding to ¬𝜓.

The requirement of a common ABC for a collection of consecutive transition pairs is necessary
to provide guarantees via Theorem 15. This is due to the fact that in condition (5.17) of
Definition 30, existential quantifiers may precede the universal quantifiers depending on the
HyperLTL specification. In such cases, Eloise does not have access to the full-state information
of the augmented system and the choices made by Abelard in the turn-based game. However,
Abelard has access to the states as well as Eloise’s choices. Then, different ABCs for different
transition pairs would imply that for each transition pair, Eloise picks a different strategy. This
may lead to conflicts. For example, let us assume that the HyperLTL formula is of the form
𝜙 = ∃𝜋1∀𝜋2𝜓, and consider two conditional invariances corresponding to pairs (𝑠𝐴1 , 𝑠𝐵1) and
(𝑠𝐴2 , 𝑠𝐵2). The first component of the state of the augmented system is controlled by Eloise, and
the second one by Abelard. Due to a lack of full-state information on the augmented system
for Eloise, she is only able to observe the label of the first component and therefore may be
unable to differentiate between 𝑠𝐴1 and 𝑠𝐴2 . Thus, having two different strategies corresponding
to each of these pairs may result in ambiguity for Eloise. Moreover, picking the first strategy
corresponding to (𝑠𝐴1 , 𝑠𝐵1) at state 𝑠𝐴2 could lead to Abelard choosing an input that violates
the second conditional invariance corresponding to (𝑠𝐴2 , 𝑠𝐵2), and vice-versa as Abelard selects
a trace after Eloise selects her trace. This results in a violation of the original specification.
Unfortunately, even though a common ABC is necessary to provide verification guarantees, its
existence may be difficult to find.

However, in specifications where Eloise has access to full state information and all of Abelard’s
choices, the requirement of a common ABC may be relaxed. This is especially true for specifica-
tions in the ∀∗∃∗ fragment, where all the universal quantifiers precede the existential ones. In fact,
the ∀∗∃∗ fragment holds great importance as it comprises of many relevant security properties.
For example, a variant of the noninterference property [83] requires that, for all traces, the low-
security variables should not see any difference in observation when high-security variables are
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q0 q1 q5

q2 q3

q4

(a, b) (c, d)

(c, d)

(d, c)

(a, b)

(b, a)

(c, d)

⊤

Figure 5.11: NBA A𝑏
¬𝜓 for Example 8.

changed and replaced by dummy variables. This can be expressed by the HyperLTL specification

∀𝜋1∃𝜋2(G ℎ𝜋2) ∧
∧
𝑙∈𝐿𝑆

𝑙𝜋1 ↔ 𝑙𝜋2 ,

where ℎ𝜋2 implies that the high security variables in 𝜋2 are all set to a dummy variable p that
is always true , and 𝐿𝑆 ∈ AP denotes the set of low security variables. Similarly, initial-
state opacity specification [137] is also in the ∀∗∃∗ fragment (see case study). Considering the
importance of this fragment, we now provide a separate algorithm to allow for multiple ABCs for
different lassos under some conditions.

5.4.4 Algorithm for ∀∗∃∗- Fragment of HyperLTL
From the above discussion, it can be understood that specifications in the ∀∗∃∗ fragment enable
the relaxation of the common ABC requirement and allow for different ABCs in different lassos.
In particular, Eloise can take advantage of the full state information of the augmented system
available to her as well as the knowledge of Abelard’s choices to use different ABCs for different
consecutive transition pairs in every lasso. However, to do so, one must take the structure of
the automata A𝑏

¬𝜓 into consideration, as in the presence of states with two or more outgoing
edges, there may be ambiguity for Eloise in selecting strategies. Moreover, in the presence of
non-determinism in the automaton, Eloise may fail to select strategies due to a lack of information
on the history of visited states. These challenges are demonstrated in the following examples.

Example 8 (States with a fork). In this example, we show the issue of utilizing multiple ABCs
in the presence of a state with multiple outgoing edges. Consider the NBA A𝑏

¬𝜓 shown in
Figure 5.11 constructed from a set of atomic propositions AP = {𝑎, 𝑏, 𝑐, 𝑑} corresponding to
some HyperLTL specification 𝜙 = ∀𝜋1 . . .∀𝜋𝑙∃𝜋𝑙+1 . . . ∃𝜋p𝜓.

From A𝑏
¬𝜓 , we can identify 𝑘 = 3 lassos as

R = {q̃1 = (𝑞0, 𝑞1, 𝑞5, 𝑞5), q̃2 = (𝑞0, 𝑞2, 𝑞3, 𝑞5, 𝑞5),
q̃3 = (𝑞0, 𝑞2, 𝑞4, 𝑞5, 𝑞5)}.
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q0

q1 q2
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Figure 5.12: NBA A𝑏
¬𝜓 for Example 9.

For every q̃ ∈ R, we obtain the consecutive transition pairs as

S(q̃1) = {((𝑎, 𝑏), (𝑐, 𝑑)), ((𝑐, 𝑑),⊤)},
S(q̃2) = {((𝑐, 𝑑), (𝑑, 𝑐)), ((𝑑, 𝑐), (𝑐, 𝑑)), ((𝑐, 𝑑),⊤)},
S(q̃3) = {((𝑐, 𝑑), (𝑎, 𝑏)), ((𝑎, 𝑏), (𝑏, 𝑎)), ((𝑏, 𝑎),⊤)}.

Naturally, it is preferable to obtain different ABCs for at least one transition pair in every
lasso to guarantee the satisfaction of the specification. However, this might cause problems for
lassos q̃2 and q̃3, where there are two outgoing edges from a single state 𝑞2. This leads to two
different transition pairs ((𝑐, 𝑑), (𝑑, 𝑐)) and ((𝑐, 𝑑), (𝑎, 𝑏)). Having different ABCs for these
pairs would result in different winning strategies for Eloise to avoid the sets corresponding to
(𝑑, 𝑐) and (𝑎, 𝑏), from the set corresponding to (𝑐, 𝑑), respectively. Choosing the first ABC and
its corresponding strategy could lead to the violation of condition (5.17) for the second ABC and
vice versa. However, the existence of a common ABC for both the pairs guarantees that Eloise
has a winning strategy to avoid both (𝑑, 𝑐) and (𝑎, 𝑏) if she encounters a state corresponding
to (𝑐, 𝑑). Therefore, for this specification, one would require to obtain a common ABC for the
pairs ((𝑐, 𝑑), (𝑑, 𝑐)) and ((𝑐, 𝑑), (𝑎, 𝑏)) from lassos q̃2 and q̃3, respectively, and a different ABC
may be obtained for the pair ((𝑎, 𝑏), (𝑐, 𝑑)) from the lasso q̃1. However, if such a common ABC
cannot be found, one can consider other transition pairs in q̃2 and q̃3, and in that case, different
ABCs may be used.

Example 9 (Non-determinism). In this example, we show the issue of using multiple ABCs in
the presence of non-determinism in the automaton. Consider the NBAA𝑏

¬𝜓 shown in Figure 5.12
constructed from a set of atomic propositionsAP = {𝑎, 𝑏, 𝑐, 𝑑} corresponding to some HyperLTL
specification 𝜙 = ∀𝜋1 . . .∀𝜋𝑙∃𝜋𝑙+1 . . . ∃𝜋p𝜓. From A𝑏

¬𝜓 , we can identify 𝑘 = 3 lassos as

R = {q̃1 = (𝑞0, 𝑞1, 𝑞2, 𝑞5, 𝑞5), q̃2 = (𝑞0, 𝑞3, 𝑞4, 𝑞5, 𝑞5)
q̃3 = (𝑞0, 𝑞3, 𝑞4, 𝑞2, 𝑞5, 𝑞5)}.

For every q̃ ∈ R, we obtain the consecutive transition pairs as

S(q̃1) = {((𝑎, 𝑏), (𝑏, 𝑎)), ((𝑏, 𝑎), (𝑎, 𝑐)), ((𝑎, 𝑐),⊤)},
S(q̃2) = {((𝑎, 𝑏), (𝑏, 𝑎)), ((𝑏, 𝑎), (𝑑, 𝑐)), ((𝑑, 𝑐),⊤)},
S(q̃2) = {((𝑎, 𝑏), (𝑏, 𝑎)), ((𝑏, 𝑎), (𝑐, 𝑑)), ((𝑐, 𝑑), (𝑎, 𝑐)),

((𝑎, 𝑐),⊤)}.
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Consider lassos q̃1, q̃2 and q̃3, where there is a non-deterministic transition from the initial
state 𝑞0 to the states 𝑞1 and 𝑞3 under the label (𝑎, 𝑏). Ideally, a single ABC for the pair
((𝑎, 𝑏), (𝑏, 𝑎)) would effectively disallow the transitions in all the lassos q̃1, q̃2 and q̃3. However,
the problem arises when such an ABC cannot be found. In order to guarantee the satisfaction of
the specification, other transition pairs in the lassos must be disallowed. Now, in q̃1, there is a
transition from (𝑏, 𝑎) to (𝑎, 𝑐), while in q̃2 and q̃3, there are two transitions from (𝑏, 𝑎) to (𝑑, 𝑐)
and (𝑐, 𝑑), respectively. At any point in time, Eloise cannot uniquely determine the history of
the states visited in A𝑏

¬𝜓 . As a result, after a nondeterministic transition from (𝑎, 𝑏) to (𝑏, 𝑎),
Eloise has no way of knowing whether to block further transitions from (𝑏, 𝑎) to (𝑎, 𝑐), or from
(𝑏, 𝑎) to (𝑑, 𝑐) and (𝑐, 𝑑). Therefore, the approach of using different ABCs fails in the presence
of non-determinism.

Unfortunately, problems arising due to non-determinism cannot be directly resolved. There-
fore, to circumvent this issue, we instead consider the automaton A𝑏

¬𝜓 to be deterministic. In
particular, for our exposition, we focus on the case whereA𝑏

¬𝜓 is a deterministic Büchi automaton
(DBA).

The general verification procedure for determining whether Eloise has a strategy to ensure that
the acceptance condition of A𝑏

¬𝜓 is violated for specifications in the ∀∗∃∗ fragment is provided
in Algorithms 4 and 5. Having a DBA A𝑏

¬𝜓 = (𝑄, 𝑞0, Σ
p, 𝛿, 𝐹), we first identify all the lassos

R = {q̃1, . . . , q̃𝑘 } that reach and cycle on some state in 𝐹. We then prune A𝑏
¬𝜓 and remove any

states that are not in the lassos and all transitions to and from such states. Then, beginning from
the initial state, for any label 𝑠𝐴, we identify the state that is reachable via 𝑠𝐴. Let the outgoing
transitions from this state be 𝑠𝐵1 , . . . , 𝑠𝐵𝑛

. Let 𝑆 = {(𝑠𝐴, 𝑠𝐵1), . . . , (𝑠𝐴, 𝑠𝐵𝑛
)}. A suitable common

ABC is searched for all the transition pairs in a set 𝑆𝑎 ⊆ 𝑆. For every pair (𝑠𝐴, 𝑠𝐵 𝑗
) ∈ 𝑆𝑎, for all

0 ≤ 𝑗 ≤ 𝑛, we also have that (𝑠𝐴, 𝑠𝐵 𝑗
) ∈ S(q̃𝑖) for some 0 ≤ 𝑖 ≤ 𝑘 . If such a common ABC

exists, then such lassos q̃𝑖 can be discarded from further consideration as the existence of ABCs
disallows the transitions in those lassos and are collected in the set R𝑑 . Note that, unfortunately,
there is no systematic way to obtain the set 𝑆𝑎 ⊆ 𝑆 consisting of all transition pairs that admit a
common ABC. 𝑆𝑎 is first picked in a trial-and-error fashion and then an oracle (see Remark 47)
is used to determine if the transition pairs in 𝑆𝑎 admit a common ABC.

This procedure is then repeated for every transition label at the initial state, and the discarded
lassos are iteratively added to R𝑑 . Once all the outgoing transition labels are covered, we move
on to the next state reachable from the initial state and repeat the procedure to find ABCs for
only those pairs that belong to S(q̃𝑖) such that q̃𝑖 ∈ R\R𝑑 . This continues in a breadth-first
search fashion until all the lassos are discarded, i.e., R𝑑 = R, in which case we can conclude
that 𝑇 (𝔖, 𝐿) |= 𝜙, or all the states of A¬𝜓 have been considered. If R𝑑 ⊂ R, it means that there
are lassos for which no ABC could be found, rendering the verification procedure inconclusive.
Algorithms 4 and 5 illustrate the procedure for finding ABCs systematically for the specifications
in the ∀∗∃∗ fragment of HyperLTL.
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Algorithm 4 Algorithm for verification of ∀∗∃∗ fragment of HyperLTL
Require: 𝔖, 𝜙 = ∀𝜋1 . . .∀𝜋𝑙∃𝜋𝑙+1 . . . ∃𝜋p𝜓, 𝐿

Construct DBA A𝑏
¬𝜓 for ¬𝜓

Identify lassos R := {q̃1, q̃2, . . . , q̃𝑘 } of A𝑏
¬𝜓

𝑅𝑑 ← ∅
A ′𝑏¬𝜓 := (𝑄′, 𝑞0, Σ

𝑝, 𝛿′, 𝐹′) ← 𝑃𝑟𝑢𝑛𝑒(A𝑏
¬𝜓)

𝑣𝑖𝑠𝑖𝑡𝑒𝑑 ← [0, . . . 0] ⊲ Array of size |𝑄′|
𝑉 ← {𝑞0}
𝑣𝑖𝑠𝑖𝑡𝑒𝑑 [𝑞0] ← 1
while 𝑉 ≠ ∅ do

for each 𝑞 ∈ 𝑉 do
R𝑑 ← R𝑑 ∪ 𝐴𝐵𝐶_𝐹𝐼𝑁𝐷 (A ′𝑏¬𝜓 , 𝑞)
R𝑚 ← R \ R𝑑
if R𝑚 = ∅ then

return 𝑇 (𝔖, 𝐿) |= 𝜙
for each 𝑠𝐴 ∈ Σp do

𝑞′← 𝛿′(𝑞, 𝑠𝐴)
𝐺 ← {q̃ ∈ R𝑚 | (𝑞, 𝑞′) ∈ q̃}
if 𝐺 ≠ ∅ and 𝑣𝑖𝑠𝑖𝑡𝑒𝑑 [𝑞′] < 1 then

𝑉 ← 𝑉 ∪ {𝑞′}
𝑣𝑖𝑠𝑖𝑡𝑒𝑑 [𝑞′] ← 𝑣𝑖𝑠𝑖𝑡𝑒𝑑 [𝑞′] + 1

𝑉 ← 𝑉 \ {𝑞}
return Inconclusive

5.4.5 Computation of Augmented Barrier Certificates
In the previous subsections, we showed that ABC satisfying conditions (5.15)-(5.17) for a transi-
tion pair (𝑠𝐴, 𝑠𝐵) is vital to verify that a system 𝔖 satisfies a desired HyperLTL specification 𝜙.
In this subsection, we focus on suitable synthesizing these ABCs. This can be done under some
minor assumptions on the considered ABCs as well as the dynamics of the system. Specifically,
we see that when the dynamics of the systems are restricted to polynomial functions and the state
set 𝑋 , exogenous input set𝑊 as well as the safe and unsafe sets obtained from (𝑠𝐴, 𝑠𝐵) are semi-
algebraic sets, one can utilize sum-of-squares (SOS) programming techniques [93] to compute
polynomial ABCs of predefined degrees. We now formally state the following assumption. Note
that this assumption is similar to Assumption 6 presented in the previous chapters, and is stated
as follows.

Assumption 9. The system 𝔖 has a continuous state set 𝑋 ⊆ R𝑛 and continuous exogenous input
set 𝑊 ∈ Rp, and its transition function 𝑓 : 𝑋 ×𝑊 → 𝑋 is a polynomial function of the state 𝑥
and input 𝑤.

Under Assumption 9, one can readily observe that the state and input sets of the augmented
system𝔖p (i.e. 𝑋p and𝑊p, respectively) are also continuous, and the function 𝑓 p : 𝑋p×𝑊p → 𝑋p
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Algorithm 5 Function 𝐴𝐵𝐶_𝐹𝐼𝑁𝐷
Require: A ′𝑏¬𝜓 , 𝑞
𝑅𝑑 ← ∅
for each 𝑠𝐴 ∈ Σp do

𝑆 ← ∅
𝑞′← 𝛿′(𝑞, 𝑠𝐴)
for each 𝑠𝐵 ∈ Σp do

if 𝛿′(𝑞′, 𝑠𝐵) ≠ ∅ then 𝑆 ← 𝑆 ∪ {(𝑠𝐴, 𝑠𝐵)}
Find a common ABC for a set 𝑆𝑎 ⊆ 𝑆.
for each (𝑠𝐴, 𝑠𝐵) ∈ 𝑆𝑎 do

𝑞′← 𝛿′(𝑞, 𝑠𝐴)
𝑞′′← 𝛿′(𝑞′, 𝑠𝐵)
R𝑑 ← R𝑑 ∪ {q ∈ R | (𝑞, 𝑞′, 𝑞′′) ∈ q̃}

return R𝑑

is a p-tuple of polynomial functions. Having this, one can then reformulate conditions (5.15)-
(5.17) as an SOS optimization problem to search for a polynomial ABC for augmented system
𝔖p. In order to present the result below, we assume that the number of quantifiers “∃" in
𝜙 = 𝜇1𝜋1 . . . 𝜇p𝜋p𝜓 is equal to 𝑘 and define 𝐼∃ = {𝑖 | 𝜇𝑖 = ∃, 1 ≤ 𝑖 ≤ p}.

Lemma 16. Suppose Assumption 9 holds and sets 𝑋p, 𝐴, 𝐵, and 𝑊p are defined as 𝑋p =

{𝑥 ∈ R𝑛p | 𝑔(𝑥) ≥ 0}, 𝐴 = {𝑥 ∈ R𝑛p | 𝑔0(𝑥) ≥ 0}, 𝐵 = {𝑥 ∈ R𝑛p | 𝑔𝑢 (𝑥) ≥ 0}, and
𝑊p = {�̃� ∈ R𝑚p | 𝑔𝑖𝑛 (�̃�) ≥ 0}, where the inequalities are considered component-wise and
functions 𝑔, 𝑔0, 𝑔𝑢, and 𝑔𝑖𝑛 are polynomials. Suppose there exist a polynomial B(𝑥) and 𝑘

polynomials ℎ𝑖
𝑗
(𝑥𝑖, �̂�𝑖), 𝑖 ∈ 𝐼∃, corresponding to the 𝑗 𝑡ℎ entry of 𝑤𝑖 = [𝑤𝑖1; . . . ;𝑤𝑖𝑚] ∈ 𝑊 ⊆ R𝑚,

where 𝑥𝑖 refers to those components of the state with indices less than 𝑖 and �̂�𝑖 denotes the inputs
associated with “∀" quantifiers with indices less than 𝑖. In addition, suppose there exist sum-of-
squares polynomials 𝜆(𝑥, �̃�), 𝜆0(𝑥), 𝜆𝑢 (𝑥), and 𝜆𝑖𝑛 (𝑥, �̃�) of appropriate dimensions, such that
the following expressions are sum-of-square polynomials:

−B(𝑥) − 𝜆0(𝑥)𝑔𝑇0 (𝑥), (5.18)
B(𝑥) − 𝜆𝑢 (𝑥)𝑔𝑇𝑢 (𝑥) − 𝜖, (5.19)
−B( 𝑓 p(𝑥, �̃�)) + B(𝑥) − 𝜆(𝑥, �̃�)𝑔𝑇 (𝑥) − 𝜆𝑖𝑛 (𝑥, �̃�)𝑔𝑇𝑖𝑛 (�̃�)

−
∑︁
𝑖∈𝐼∃

p∑︁
𝑗=1
(𝑤𝑖 𝑗 − ℎ𝑖𝑗 (𝑥𝑖, �̂�𝑖)), (5.20)

where 𝜖 is a small positive number. Then, B(𝑥) is an ABC from set 𝐴 to set 𝐵 satisfying conditions
(5.15)-(5.15).

Proof. Since 𝜆0(𝑥) is an SOS polynomial, we have that 𝜆0(𝑥)𝑔𝑇0 (𝑥) is non-negative over 𝐴.
Therefore, if condition (5.18) is an SOS polynomial, and therefore non-negative, it would directly
imply condition (5.15). Similarly, the SOS constraint (5.19) implies condition (5.16). Now we
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Figure 5.13: State runs of 𝔖 starting from initial set 𝑋3.

show that condition (5.20) implies (5.17). By selecting inputs 𝑤𝑖 𝑗 = ℎ𝑖
𝑗
(𝑥𝑖, �̂�), the last term in

(5.20) vanishes. Since the expression 𝜆(𝑥, �̃�)𝑔𝑇 (𝑥) is non-negative over 𝑋p and 𝜆𝑖𝑛 (𝑥, �̃�)𝑔𝑇𝑖𝑛 (�̃�)
is non-negative over𝑊 𝑝, we have that for all 𝑥 ∈ 𝑋p, −B( 𝑓 p(𝑥, �̃�)) +B(𝑥) ≥ 0. This implies that
condition (5.17) holds, thus concluding the proof. □

Example 7 (Continued). We now utilize SOS programming to compute ABC for the transition
pair ((𝑝2, 𝑝3),¬(𝑝1, 𝑝1)) obtained from Figure 5.10. We use the tools SOSTOOLS [98] and
SeDuMi [119] on MATLAB to compute a polynomial ABC of degree 2 as B(𝑇1, 𝑇2) = 1.2454𝑇2

1 −
1.6722𝑇1𝑇2 − 18.5791𝑇1 + 1.1656𝑇2

2 − 14.9555𝑇2 + 377.4684 with a tolerance of 𝜀 = 0.001. The
existence of the ABC proves that the safety controller designed for the system 𝔖, is indeed robust
with respect to initial-state uncertainty with a robustness measure of 𝛿 = 0.5. Figure 5.13 shows
that the state runs obtained for 𝔖 remains in the safe set 𝑋1 = [20, 25] when starting from the
initial set 𝑋3 = [20.5, 21.5] which captures uncertainties in the initial state. We performed these
computations on a machine running Linux Ubuntu OS (Intel i7-8665U CPU with 32GB RAM)
and it took around 19 seconds for the computation of ABC.

Complexity Analysis. Suppose there exists a common ABC of degree 2𝑑 that verifies a system
𝔖 against a HyperLTL formula 𝜙 = 𝜇1𝜋1 . . . 𝜇p𝜋p𝜓, consisting of p trace quantifiers. To find this
ABC, one requires to consider all the consecutive transition pairs of the NBAA¬𝜓 corresponding
to the specification, and then select suitable consecutive pairs in every lasso such that they admit
a common ABC. Let the number of states ofA𝑏

¬𝜓 be |𝑄 |. There are 𝑂 (2|𝑄 |2) possible subsets of
consecutive transition pairs for A𝑏

¬𝜓 . Then, for each such subset, the common ABC needs to be
computed over the p-fold augmented system with dimension p𝑛 via SOS programming, resulting
in a polynomial complexity given by 𝑂

( (p𝑛+𝑑
𝑑

)2)
[93]. Therefore, the final complexity of our

approach is polynomial in 𝑂
(
2|𝑄 |2

(p𝑛+𝑑
𝑑

)2)
.
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Figure 5.14: NBA A𝑏
¬𝜓 corresponding to ¬𝜓.

5.4.6 Case Study
In this example, we consider the discrete-time, two-dimensional model of an autonomous vehicle
on a single-lane road, with state variables as 𝑥 = [𝑠, 𝑣], where 𝑠 denotes the absolute position of
the vehicle and 𝑣 denotes the absolute velocity. The dynamics of the system are borrowed from
[77] and governed by:

𝔖 :

{
𝑠(𝑡 + 1) = 𝑠(𝑡) + Δ𝜏𝑣(𝑡) + Δ𝜏2

2 𝑤(𝑡),
𝑣(𝑡 + 1) = 𝑣(𝑡) + Δ𝜏𝑤(𝑡),

(5.21)

where 𝑤 is the exogenous input, i.e., acceleration, and Δ𝜏 = 1 is the sampling time. Here,
we verify the 𝜌-approximate initial state opacity property [77] for this system. The specification
requires that, for any state run of the system that begins from a secret state, there must exist another
state run that begins from a non-secret state such that both state runs render 𝜌-close observations
from the observer’s (or intruder’s) point of view. The significance of the specification can be
motivated with the help of a simple example. Consider a scenario where the vehicle is assigned
for a cash transit from a high-security bank to an ATM machine, and the initial locations of the
vehicle must be kept secret. It is assumed that a malicious intruder is observing the velocity of
the vehicle remotely and intends to gain access to the secret information and perform an attack.
Therefore, it is critical to ensure that the secret states of the system are never revealed to the
intruder. This security specification can be modelled as a 𝜌-approximate initial-state opacity
problem, where 𝜌 ≥ 0 captures the measurement precision of the intruder.

To express 𝜌-approximate initial-state opacity as a HyperLTL specification, consider system
(5.21) with state set 𝑋 = [0, 8] × [0, 0.6] and exogenous input set 𝑊 = [−0.04, 0.04]. The
secret set is defined by 𝑋1 = [0, 1] × [0, 0.6] and the non-secret set is consequently given by
𝑋2 = 𝑋\𝑋1. Here, we assume that the intruder can only observe the velocity of the car with
a precision of 𝛿, i.e, observations of two states 𝑥1 = [𝑠1, 𝑣1] ∈ 𝑋 and 𝑥2 = [𝑠2, 𝑣2] ∈ 𝑋

appear identical to the intruder if ∥𝑣1 − 𝑣2∥ ≤ 𝜌. We now construct atomic propositions as
AP = {𝑝1, 𝑝2, 𝑝3, 𝑝4} where 𝑝1 and 𝑝2 are such that 𝐿 (𝑥 ∈ 𝑋 𝑧) = 𝑎𝑧 for 𝑧 = {1, 2}. The
atomic propositions 𝑝3 and 𝑝4 are constructed over the augmented state set such that we have
(𝑎3, 𝑎3) := {(𝐿 (𝑥1=[𝑠1, 𝑣1] ∈ 𝑋), 𝐿(𝑥2=[𝑠2, 𝑣2] ∈ 𝑋)) | ∥𝑣1 − 𝑣2∥2 ≤ 𝜌2} and (𝑎4, 𝑎4) :=
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{(𝐿 (𝑥1=[𝑠1, 𝑣1] ∈ 𝑋), 𝐿(𝑥2=𝑠2, 𝑣2] ∈ 𝑋)) | ∥𝑣1 − 𝑣2∥2 ≥ 𝜌2 + 𝜖}, where 𝜖 is a small positive
number introduced to certify positivity using SOS programming. Note that atomic propositions
for HyperLTL specifications are usually defined over a single system rather than the augmented
one. On the other hand, the 𝜌-approximate initial state opacity specification requires the atomic
propositions to capture the 𝜌-closeness between any two states of the augmented system. In a
finite-state system, one could quantify 𝜌-closeness by using finite conjuncts of atomic propositions
defined over the original system, but in the infinite-state case such as ours, that is not possible.
Therefore, to handle this non-trivial case, we modify atomic propositions slightly and define them
over the augmented state set. Such modifications can be made without any loss of generality in
our approach. Now, one can formulate the 𝜌-approximate initial-state opacity specification as a
HyperLTL formula given by 𝜙 = ∀𝜋1∃𝜋2𝜓, where 𝜓 = 𝑝1𝜋1 → (𝑝2𝜋2 ∧ G(𝑝3𝜋1 ∧ 𝑎𝑝𝜋2)).

Consider the system 𝔖2=𝔖 × 𝔖 with states (𝑥1=[𝑠1, 𝑣1], 𝑥2=[𝑠2, 𝑣2]) ∈ 𝑋2 and input
(𝑤1, 𝑤2) ∈ 𝑊2, and the NBA A𝑏

¬𝜓 corresponding to ¬𝜓 that is obtained as shown in Fig-
ure 5.14. We decompose A𝑏

¬𝜓 to obtain transition pairs for all lassos. This is obtained as
((𝑝1, 𝑝2) ∧ (𝑝3, 𝑝3), (𝑝4, 𝑝4)), ((𝑝1, 𝑝1),⊤) and ((𝑝4, 𝑝4),⊤). The latter two do not admit ABC
following Remark 45, and the transition pair ((𝑝1, 𝑝1),⊤) is ignored by assuming that the aug-
mented system 𝔖2 never starts from an initial condition corresponding to 𝑝1 = (𝑝1, 𝑝1). Note
that this assumption is only on the virtual copy of the system 𝔖 and does not restrict the initial
states of the original system 𝔖 directly. For the transition pair ((𝑝1, 𝑝2) ∧ (𝑝3, 𝑝3), (𝑝4, 𝑝4)),
we compute a suitable ABC by considering 𝜌 = 0.15. Using SOSTOOLS and SeDuMi tools on
MATLAB, and with tolerance parameters 𝜖 = 0.01 and 𝜖 = 0.015, we obtain ABC as follows.

B((𝑠1, 𝑣1), (𝑠2, 𝑣2)) = 85.03𝑣2
1 − 170.3𝑣1𝑣2 + 0.0048𝑣1𝑠1

− 0.0065𝑣1𝑠2 + 0.0413𝑣1 + 85.24𝑣2
2 − 0.004784𝑣2𝑠1

+ 0.0063𝑣2𝑠2 − 0.0121𝑣2 + 0.0059𝑠2
1 − 0.0119𝑠1𝑠2

+ 0.0241𝑠1 + 0.0061𝑠2
2 − 0.0825𝑠2 − 2.076,

and the corresponding ∃ quantifier on the input is fulfilled by 𝑤2(𝑠1, 𝑣1, 𝑠2, 𝑣2, 𝑤1) = 0.983𝑣1
−𝑣2 + 𝑤1. Therefore, we conclude that the system 𝔖 satisfies the HyperLTL specification 𝜙
representing 𝜌-approximate initial-state opacity problem with 𝜌 = 0.15. Figure 5.15a shows
the projection of a few state runs on the velocity coordinate of the augmented system 𝔖, with
initial conditions in 𝐴 = 𝐿p−1((𝑝1, 𝑝2) ∧ (𝑝3, 𝑝3)). Figure 5.15b shows the initial conditions
projected on the position coordinate. It follows that the state runs avoid reaching the unsafe
regions, indicating that the original system is 𝜌-approximate initial-state opacity. We should add
that the computation of ABCs using the mentioned tools on MATLAB takes roughly 35 seconds
on a machine running with Linux Ubuntu OS (Intel i7-8665U CPU with a 32 GB of RAM).

5.5 Conclusion
This chapter was concerned with extending (control) barrier certificate-based methods beyond
safety and reachability specifications. In particular, the aim of this chapter was to provide
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Figure 5.15: (a) State runs of 𝔖2 projected over the velocity coordinate. The region in blue
indicates the unsafe set (b) The initial conditions of the state runs projected over the position
coordinate marked by ∗ which show that the first initial condition (i.e. 𝑥1) is secret and the other
one (i.e. 𝑥2) is non-secret.

(probabilistic) guarantees for the satisfaction of different classes of specifications, namely, linear
temporal logic specifications over finite time horizons or specifications that can be expressed
by deterministic finite automata, 𝜔-regular specifications described using deterministic Streett
automata, as well as more general hyperproperties that can be described using HyperLTL. To
tackle such complex logic specifications, we proposed automata-theoretic approaches that relied
on the decomposition of the complex task into a collection of smaller tasks that could be handled
easily via (control) barrier certificates. Then, the (probabilistic) guarantees that were obtained
for these smaller tasks were utilized to provide guarantees for the original specification.

In the first two sections of the chapter, we tackled the controller synthesis problem for (in-
terconnected) stochastic control systems against trace properties, i.e., properties defined over
individual execution traces, over (in)finite time horizons. Specifically, in the first section, we
focused on the finite time horizon controller synthesis problem against specifications described
using deterministic finite automata and tackled the problem by decomposing the automata cor-
responding to the negation of the specifications into smaller safety tasks. Then, 𝑐-martingale
control barrier certificates were used to provide probabilistic guarantees over these safety tasks
over finite time horizons. By combining these guarantees, we obtained the overall lower bound
on the probability of satisfaction of the original specification. In comparison, the second section
was focused on the infinite time horizon controller synthesis against specifications described
using deterministic Streett automata. In this case, instead of working with the complement of
the specification, we directly decomposed the original specification into smaller safety synthe-
sis tasks. Then, supermartingale control barrier certificates were used to provide probabilistic
guarantees over the smaller safety tasks over infinite time horizons. Then, we combined these
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guarantees to obtain the probability with which the system satisfied the original specification.
In both these cases, we demonstrated that computing different CBCs and corresponding con-
trollers for each individual safety task can result in ambiguity when deploying the controllers in
a closed-loop fashion. To prevent this, we proposed a switching controller structure when the
controller is dependent on the state of the system as well as the state of the automaton concerned
with the specification. Finally, we demonstrated our approaches by utilizing the case studies from
Chapter 3 and extending the controller synthesis problem beyond safety specifications.

The third section was mainly concerned with the formal verification of non-stochastic dynam-
ical systems with exogenous inputs. Here, we considered the verification against hyperproperties
that were expressed using HyperLTL. Focusing on hyperproperties expressible as HyperLTL
formulae, we presented an implicit automata-theoretic approach. In our approach, the specifica-
tions were reduced to a collection of conditional invariance properties by utilizing an implicitly
quantified Büchi automata corresponding to the complements of the specifications. We were
able to devise a notion of augmented barrier certificates over the self-composition of the original
system as a certificate of conditional invariance. The existence of ABCs is sufficient proof that
the conditional invariance holds, this provides a verification guarantee over the satisfaction of the
hyperproperty. For a general HyperLTL specification, we showed that a common ABC for at least
one conditional invariance in every lasso is required to provide verification guarantees. How-
ever, for a HyperLTL specification in the ∀∗∃∗ fragment, we provided a systematic algorithmic
procedure that leverages the structure of the automata to allow for different ABCs for different
lassos. We exploited a sum-of-squares approach to efficiently compute suitable ABCs. We
also demonstrated our approach by utilizing two case studies to verify relevant hyperproperties,
namely, robustness and opacity, respectively.
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Chapter 6

Conclusion

This thesis tackled the formal verification and/or synthesis of (possibly stochastic) control sys-
tems against safety, reachability and complex logic specifications via inductive approaches by
utilizing (control) barrier certificates. We demonstrated the several challenges encountered by
barrier certificate-based techniques such as scalability, conservatism, and tackling complex spec-
ifications, and proposed solutions to alleviate these challenges in a systematic manner. We now
conclude the thesis by reviewing the contributions made, discussing the shortcomings of the
research, and providing some insights on possible solutions and future work.

6.1 Summary
The first part of the thesis tackled the scalability issues presented by control barrier certificate-
based approaches and consequently provided a controller synthesis approach for ensuring prob-
abilistic safety satisfaction of large-scale stochastic control systems. Scalability challenges for
constructing control barrier certificates were alleviated by considering large-scale stochastic
control systems as interconnected ones consisting of smaller subsystems and then utilizing a
compositional framework for synthesising control barrier certificates and corresponding safe
controllers by analyzing the subsystems instead of interconnected systems as a whole. Two
different compositional approaches based on existing theories, such as small-gain theory and dis-
sipativity theory, were discussed. First, by proposing a notion of control sub-barrier certificates
for subsystems and then using max-type small-gain compositionality conditions, we constructed
control barrier certificates and controllers compositionally to provide probability lower bounds on
the satisfaction of safety specifications over finite time horizons. We also discussed two different
approaches based on sum-of-squares optimization and counterexample-guided inductive synthe-
sis for the computation of suitable control sub-barrier certificates. Secondly, a compositional
framework utilizing dissipativity-type compositionality conditions was proposed to compute
probability lower bounds for safety specifications over infinite time horizons. We showed that
the computation of control sub-barrier certificates and corresponding local controllers for the
subsystems using a dissipativity-based approach can be performed in a systematic manner by
utilizing a distributed optimization method based on the alternating direction method of multipli-
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ers. This enables to search for control sub-barrier certificates with respect to the satisfaction of
compositionality conditions. Finally, we briefly compared the two compositionality frameworks
and showed the applicability of our results by utilizing several case studies.

The second part of the thesis tackled the conservatism of the barrier certificate-based con-
ditions in the context of verification of stochastic and non-stochastic dynamical systems. We
showed that, by utilizing 𝑘-induction rather than standard induction to define the barrier cer-
tificate conditions, one can obtain weaker conditions that are easier to satisfy, thus making the
search for barrier certificates easier. First, we focused on the safety verification of non-stochastic
dynamical systems and proposed two different notions of 𝑘-inductive barrier certificates to pro-
vide weaker alternatives to traditional barrier certificate conditions. We illustrated via finite state
system examples the benefits of using our proposed 𝑘-inductive barrier certificates over standard
ones. We also compared the effectiveness of the two proposed notions and demonstrated via
simple examples that the second notion of 𝑘-inductive barrier certificates is more expressive
than the first. We also demonstrated the computation of 𝑘-inductive barrier certificates via sum-
of-squares programming and satisfiability modulo theory solvers. Secondly, we considered the
probabilistic safety verification problem for stochastic dynamical systems via 𝑘-induction-based
conditions and proposed a new definition of 𝑘-inductive barrier certificates for the same. In
particular, we showed that by using 𝑘-inductive barrier certificates, one does not need to impose
a supermartingale condition on the barrier certificate, while still providing probability lower
bounds on safety satisfaction. Lastly, we also provided reachability guarantees via 𝑘-inductive
barrier certificates for stochastic dynamical systems. In this case, we presented two different
notions of 𝑘-inductive barrier certificates. While one definition was used to obtain lower bounds
on the probability of satisfying reach-and-avoid specifications, the other definition was used to
ensure the satisfaction of reachability specifications with probability one. In both these cases, we
showed via examples the benefits of 𝑘-inductive barrier certificates over standard ones. We also
provided a sum-of-squares approach for the computation of 𝑘-inductive barrier certificates. All
of our proposed notions were demonstrated by applying them to suitable case studies.

The last part of the thesis was concerned with applying barrier certificate-based approaches
to analyze complex logic specifications beyond safety and reachability. Specifically, we proposed
automata-theoretic approaches for analyzing different classes of logic specifications, such as those
expressed by linear temporal logic or (in)finite traces over automata, as well as hyperproperties.
First, we considered the controller synthesis problem for stochastic control systems against
specifications expressed by deterministic finite automata over finite time horizons. We then
utilized the automata corresponding to the negation of the specifications and decomposed them
into sequential safety synthesis problems. By utilizing control barrier certificates, we were able to
obtain controllers along with the probability upper bounds of violating these safety specifications.
These probability bounds were then combined to obtain an overall probability lower bound on
the satisfaction of the original specifications. Correspondingly, a switching controller structure
was proposed for ensuring the satisfaction of specifications with the obtained probability bounds.
Secondly, we proposed a similar automata-theoretic approach for synthesizing controllers for
stochastic control systems against 𝜔-regular specifications characterized by deterministic Streett
automata over infinite time horizons. In this case, the automata corresponding to the specifications
were directly decomposed into safety specifications, and the safety tasks were solved using control
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barrier certificates. The probability bounds obtained for the safety tasks were combined to obtain
an overall lower bound on the probability of satisfying the original specifications. Then, a
switching controller structure was proposed to ensure the probabilistic satisfaction of 𝜔-regular
specifications.

Finally, we worked on the problem of formal verification of non-stochastic dynamical systems
against hyperproperties. Focusing on hyperproperties that can be expressed using HyperLTL,
we provided an automata-theoretic approach to reduce the overall verification problem into a
collection of conditional invariance specifications. This was done by considering lassos (i.e.
simple paths plus simple cycles to the accepting state) of the automata corresponding to the spec-
ifications. The conditional invariance specifications were then guaranteed by using augmented
barrier certificates that were constructed on the self-composition of the system. Existence of
common augmented barrier certificates for at least one conditional invariance specification in
every lasso guaranteed that the system satisfies the original HyperLTL specification. Once again,
we presented a suitable approach based on a sum-of-squares algorithm to compute augmented
barrier certificates. Moreover, all of our proposed approaches in this part of the thesis were
supported by suitable case studies to demonstrate the effectiveness of our results.

6.2 Discussion and Future Work
In this section, we discuss some limitations of our approaches and propose some potential future
research directions that could alleviate these challenges.

Compositional Framework for Dynamic Interconnection Structures

The results presented in Chapter 3 were focused on the probabilistic safety synthesis of intercon-
nected stochastic control systems where interconnection structures are known and fixed a priori,
i.e., they do not change over time. However, this is not realistic in many scenarios since the inter-
connection structures may not be fixed. For example, consider a road traffic network where one
needs to control the number of cars entering a junction. The interconnections between different
roads (i.e., turns and pathways at the junction) can be temporarily blocked due to construction or
accidents, resulting in different interconnection topologies over a period of time. Such a stochas-
tic control system can be considered as an interconnection between smaller stochastic control
subsystems, and the switching between subsystems may be modelled by a Markov policy. This
constitutes the requirement of a new definition of control sub-barrier certificates that depend on
the switching Markov policy. One can also appropriately adapt the compositionality conditions
presented in Chapter 3 to compositionally construct the control barrier certificates of the inter-
connected system by utilizing the control sub-barrier certificates of the switching subsystems. By
then utilizing these control barrier certificates, one could provide probabilistic guarantees for the
safety of stochastic control systems with dynamically changing interconnection topologies. We
must mention that a similar methodology has been proposed for obtaining compositional abstrac-
tions of stochastic hybrid systems with dynamic interconnection structures in [14]. However, the
compositional construction of control barrier certificates for dynamic interconnection topologies
remains unexplored and could be an interesting topic for future research.
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Data-driven Synthesis for Unknown (Stochastic) Control Systems

Barrier certificate-based approaches considered in the thesis assume that one has access to the
mathematical models of the systems to be analyzed. However, in many cases, a true model of
the system is not available due to the size or complexity of the system. In such cases, one cannot
utilize control barrier certificates to provide safety guarantees for the system. Instead, one needs
to utilize data-driven approaches for the construction of control barrier certificates. Specifically,
a finite number of data samples are collected from the system, and control barrier certificates
are constructed over these data samples. Then, available information about the system (such
as Lipschitz continuity) is utilized to obtain formal guarantees of the safety satisfaction of the
concerned system.

There have been several results in the literature concerning data-driven verification and
synthesis of stochastic (control) systems against safety specifications. Some examples in-
clude [106, 108, 91] for verification and [107] for synthesis. These approaches provide formal
guarantees using finitely many data samples by solving the so-called scenario convex problem
(SCP) and ensuring that the feasible solution of the SCP also satisfies the barrier certificate con-
ditions over unseen data points via robust convex problem (RCP) under some Lipschitz continuity
assumptions. These approaches however suffer from the restriction of control barrier certificates
to a specific parametric form (e.g., polynomial functions), and are therefore difficult to find.
More recently, data-driven approaches based on neural networks have become very popular. In
this case, control barrier certificates and controllers are characterized as neural networks and
these neural networks are trained to satisfy the required conditions via appropriate loss functions.
Some results in this direction include safety verification of non-stochastic systems [139, 94], for
hybrid systems [142], and for stochastic systems [81]. The controller synthesis problem was also
addressed in [66, 141, 37] for non-stochastic systems. Since training over finite data sets does not
guarantee the satisfaction of barrier certificate conditions over the entire state set of the system,
one needs to verify the correctness of obtained certificates a posteriori. In [11], the training
framework is incorporated with a so-called validity condition derived from the scenario convex
problem to achieve formal safety guarantees after successful convergence. More investigation is
needed to obtain controller synthesis for the probabilistic satisfaction of safety specifications in
the context of stochastic control systems.

Moreover, the compositional construction of control barrier certificates presented in Chapter 3
makes two important assumptions: (1) the dynamics of the interconnected stochastic control
system, as well as the dynamics of the subsystems constituting the interconnected system, are
known (2) the interconnection topology of the interconnected system is known a priori. In the
absence of such information, the results presented in Chapter 3 cannot be utilized to provide
probabilistic safety guarantees. Taking inspiration from the data-driven approaches presented in
the aforementioned literature, one could propose a graph neural network-based architecture to
construct control barrier certificates for a large-scale interconnected (stochastic) control system
in a distributed manner. Then, under some Lipschitz continuity assumptions of the subsystems,
as well as some approximate interconnection topology, one may be able to achieve formal safety
guarantees for the interconnected systems in a compositional manner.
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Controller Synthesis via 𝑘-Inductive Barrier Certificates

The results presented in Chapter 4 are mainly focused on the verification problem of (stochastic)
dynamical systems against safety and reachability specifications. An interesting problem that
follows directly is the controller synthesis of these systems via 𝑘-inductive barrier certificates.
Unfortunately, however, this is a difficult problem. To see this, consider a discrete-time non-
stochastic control system 𝔖 = (𝑋,𝑈, 𝑓 ) as in Definition 1. For this system, we would like to
construct 𝑘-inductive barrier certificates for controller synthesis by extending Definition 19. An
immediate extension of conditions (4.4) and (4.5) would be as follows:

∀𝑥 ∈ 𝑋, ∃𝑢1 ∈ 𝑈, . . . , ∃𝑢𝑘 ∈ 𝑈 :
B( 𝑓 (𝑥, 𝑢1)) − B(𝑥) ≤ 𝜖, (6.1)
B( 𝑓𝑘 (𝑥, 𝑢1, . . . , 𝑢𝑘 )) − B(𝑥) ≤ 0, (6.2)

where 𝑓𝑘 (𝑥, 𝑢1, . . . , 𝑢𝑘 ) is obtained by evolving the dynamics of 𝔖 recursively for 𝑘 time steps
starting from 𝑥 ∈ 𝑋 under the application of inputs 𝑢1, 𝑢2, . . . , 𝑢𝑘 ∈ 𝑈 at each time step,
respectively. However, conditions (6.1) and (6.2) do not incorporate any memory in the state as
well as control inputs, which can result in problems. For instance, consider a state 𝑥1 for which a
𝑘-inductive barrier certificate satisfying conditions (6.1) and (6.2) is found under the sequence of
control inputs 𝑢1, . . . , 𝑢𝑘 . After the first time step, the system moves to the state 𝑥2 = 𝑓 (𝑥1, 𝑢1).
Once this transition occurs, the information of the previous state 𝑥1 and the generated sequence
of control inputs 𝑢2, . . . , 𝑢𝑘 is automatically disregarded, and a new sequence of control inputs
satisfying (6.1) and (6.2) are obtained. Unfortunately, this means that from the state 𝑥1, one can
no longer ensure the decrease in the value of 𝑘-inductive barrier certificate after 𝑘-time steps,
resulting in possible safety violations. Therefore, it is important to incorporate information about
all the states visited between the first and the 𝑘 th time step, as well as the corresponding control
inputs into the 𝑘-inductive barrier certificate definition so that one can ensure the satisfaction of
safety specifications. Note that a similar problem also persists for the other notions of 𝑘-inductive
barrier certificates introduced in Chapter 4 for both stochastic and non-stochastic systems. We
leave any further investigations on this subject as future work.

Reducing Conservatism in Decomposition of 𝜔-Regular Specifications

The synthesis approach proposed in Section 5.3 of Chapter 5 handles the controller synthesis
problem against𝜔-regular specifications described as DSA by decomposing them into a collection
of safety properties. For these tasks, we construct control barrier certificates and corresponding
control policies so that one may combine the safety guarantees to obtain guarantees over the
satisfaction of the original specifications. There are two main sources of conservatism in this
approach. First, as suggested in Remark 36, the decomposition of specifications into safety
tasks leads to ignoring the states in 𝐹 and considering only the states in 𝐸 of the DSA A𝑠

corresponding to the specification. Unfortunately, this is tailored to the nature of control barrier
certificates which provide probabilistic guarantees over the satisfaction of safety specifications.
However, by reformulating suitable notions of CBCs for reachability specifications and combining
them with the existing notions of CBCs for safety, one may be able to consider the states in 𝐹 and
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provide guarantees for visiting such states infinitely often. The second source of conservatism
comes from the observations made in Remark 39. The acceptance condition of DSA A𝑠 for the
specification allows the states in 𝐸 to be visited finitely often. However, we allow these states to be
visited at most twice. By reformulating a suitable control barrier certificate definition that allows
to reach a state in 𝐸 an arbitrary (but finite) number of times, one can reduce some conservatism
in our approach. We leave further investigations in this direction to future work.

Controller Synthesis against HyperLTL Specifications

An interesting problem that follows HyperLTL verification for dynamical systems presented in
Section 5.4 of Chapter 5 is the synthesis of controllers ensuring the satisfaction of HyperLTL
specifications. In this case, for a system 𝔖 = (𝑋,𝑈, 𝑓 ) and a HyperLTL specification 𝜙, one
would view𝑈 as the control input set and the term 𝜈 in condition (5.17) as control signal rather than
exogenous one and design 𝜈 such that the corresponding traces 𝑇 of 𝔖 satisfy 𝜙. Unfortunately,
there are major challenges in synthesizing controllers even when the HyperLTL specification is
a simple conditional invariance (CI). Let us consider a CI 𝜒, and a controller G : 𝑋 → 𝑈 such
that 𝜈(𝑡) := G(𝑥(𝑡)). Then, condition (5.17) of the augmented barrier certificate for CI 𝜒 in the
context of synthesis can be reformulated as: for any 𝑥 = (𝑥1, 𝑥2, . . . , 𝑥𝑝) ∈ 𝑋 𝑝,

B( 𝑓 (𝑥1,G(𝑥1)), 𝑓 (𝑥2,G(𝑥2)), . . . , 𝑓 (𝑥𝑝,G(𝑥𝑝))) − B(𝑥) ≤ 0. (6.3)

The above formulation ensures that the selection of the control input at any given state 𝑥 ∈ 𝑋
according to map G is independent of the previous traces selected by the players.

However, to satisfy this condition, one must simultaneously search for suitable functionsB and
G. This makes the above inequality non-convex in these unknown functions and unfortunately, one
cannot leverage convex programming and correspondingly SOS and semi-definite programming
to determine these functions even when they are assumed to be polynomials. However, given a
map G, one could search for a functionB such that condition (6.3) is satisfied, which is technically
a verification problem and not a synthesis one anymore. In general, even though one can verify
whether a HyperLTL specification 𝜙 is realizable over a system, it is not possible to synthesize
the control map G that ensures the satisfaction of 𝜙. In other words, it is not possible to find a
solution to the HyperLTL synthesis problem.

This is due to the fact that the inputs obtained satisfying condition (5.17) in the case of
verification may depend on the previously quantified traces, which is not possible when consid-
ering controller synthesis. Remark that the problem of HyperLTL verification coincides with
HyperLTL synthesis when the specification is of the form 𝜙 = ∃𝜋1∀𝜋2 . . .∀𝜋𝑝𝜓. To verify such
specifications, it is sufficient to synthesize a controller for the first trace. Since the remain-
ing traces are controlled by Abelard, ABCs satisfying condition (5.17) implies the satisfaction
of condition (6.3) with the controller G being the one synthesized for the first trace. Further
investigations for the synthesis problem may lead to interesting results.

Analysis of HyperLTL Specifications in Other Classes of Systems

It may also be interesting to investigate the verification and synthesis of HyperLTL specifications
for other classes of systems including but not limited to continuous-time dynamical systems,
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stochastic systems, hybrid systems, switched systems, and unknown systems. Moreover, it
would also be worthwhile to tackle the scalability issues in computing ABCs by proposing a
compositionality framework similar to that of Chapter 3 for large-scale systems.
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